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ABSTRACT

USING POMDP-BASED REINFORCEMENT LEARNING FOR ONLINE OPTIMIZATION OF TEACHING STRATEGIES IN AN INTELLIGENT TUTORING SYSTEM

Pengfei Zhang

University of Guelph, 2013

Advisor: Professor Fangju Wang

This thesis is an investigation of "Using POMDP-based Reinforcement Learning for Online Optimization of Teaching Strategies in an Intelligent Tutoring System". A challenge in building an intelligent tutoring system (ITS) is to create and maintain an optimal teaching strategy. We cast an ITS as a partially observable Markov decision process (POMDP), and apply a reinforcement learning (RL) algorithm to learn the optimal teaching strategy through interactions between the system and the students. The optimal teaching strategy is chosen correctly and efficiently in tutoring a student, it is also learned and maintained in an online model. We present an RL algorithm based on POMDP for learning optimal teaching strategy, then describe the experiments and analyse the experimental results. The experiment has showed that the technique can remarkably improve an ITS’s teaching performance.
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Chapter 1

Introduction

1.1 ITS and teaching strategy

An intelligent tutoring system (ITS) is a computer system that teaches its human student usually on a turn-by-turn basis. An ITS interprets student input and responds to the student based on its interpretations. ITS have started to and will broadly be used in computer-based tutoring and training. An ITS may work as a tutor or examiner, or both. When working as a tutor, it answers questions from the student. When working as an examiner, it asks questions and evaluates student answers.

ITSs have remarkable strengths, including flexibility and low costs. With an ITS, a student may study a subject that is not taught in a local school. It may be easy
for the student to incorporate the studies into his/her daily schedule, and to control the pace. Compared with human teachers, ITSs have major advantages. In many situations, studying with an ITS may be less expensive than attending a class. A well-designed ITS may provide more complete and up-to-date knowledge, and it is easier to update an ITS’s knowledge base. An ITS may stand alone, it may also be combined with a system of speech, graphics, animation, etc. Besides tutoring school subjects, ITSs can also be used for product user training, trouble shooting, and so on.

A teaching strategy is important for an ITS that teaches complex subjects. In this research, we address the creation of a teaching strategy for an ITS that teaches a subject in which a concept may have many prerequisite concepts. To understand a concept, the student must first understand its direct and indirect prerequisites. To teach a student about a concept, an ITS may need to teach the prerequisites that the student does not understand. If the system chooses to teach too many prerequisites that the student already understands, the student may become impatient and the teaching may be inefficient. If the system does not teach the required prerequisites, the student may become frustrated and the teaching may hardly be understandable. In this research, a teaching strategy is one that guides the system to choose the starting points (concepts) in answering questions, based on the study states of the student.

A study state is an abstract representation of what the student already understands and what the student does not understand, in studying a subject. When the system knows exactly the study state of the student, it should not have a major difficulty to choose a good answer to a question. However, in many practical situations, a
system does not always know exactly the student’s study state. To develop an ITS for practical applications, we need a technique that enables the system to make a right decision (to choose a right answer) when it is uncertain about the student’s study state. This is the problem we try to solve in our research.

1.2 Research objective and approach

In the thesis research, we develop a technique that equips an ITS with a teaching strategy that enables the system to answer student questions in the most suitable ways, even when the system does not have the exact information about the student’s study states. The technique also enables the system to continuously improve the teaching strategy when it applies the strategy to teach students.

Partially observable Markov decision process (POMDP) is a useful tool for making decisions when there is uncertainty in observing states, for example in observing student study states.

POMDP is a kind of Markov decision process (MDP). In an MDP, the information required for making a decision is available in the current state. To make a decision, an agent does not need information from the states other than the current one. In terms of state observability, MDPs can be classified into completely observable Markov decision process (COMDP), and partially observable Markov decision process (POMDP). COMDP is suitable for applications in which states are completely observable to the decision-making agent, while POMDP is suitable for applications in which states are not, or only partially, observable to the agent, and thus the agent is uncertain about
its current states.

We choose POMDP as the tool to develop our technique. In our research, we investigate the suitability of applying POMDP for building an ITS, and develop a reinforcement learning (RL) algorithm based on POMDP. The algorithm creates and improve teaching strategies during system user interactions.

1.3 Thesis Organization

In Chapter 2, we review reinforcement learning and POMDP research work that has been done in building ITSs.

Chapter 3 describes the technical background of reinforcement learning and POMDP in general.

In Chapter 4, we introduce the POMDP for building an ITS, which is the core design in this thesis.

Chapter 5 presents the implementation of the technique, experimental design, experiments, and result analysis.

Chapter 6 summarizes the major contributions of this research, and lists the possible future research.
Chapter 2

Related Work

2.1 Reinforcement Learning in ITSs

Reinforcement learning (RL) has been applied to develop ITSs in particular. Litman and co-workers developed a spoken dialogue system called ITSPOKE using RL[21]. A Why2-Atlas tutoring system in text is used for the system. Typically, the system gives some qualitative physical questions, the student answers them with his natural language text, system with ITSPOKE will then get the student involved in a spoken dialogue model, to answer the questions, to correct the wrong ideas and explain further if it is needed.

In [4], a human to human corpus and a human to computer corpus are used to
examine the correlations with each other for dialogue characteristics. Both corpus are implanted into the tutoring system manually. With human-to-computer corpus, we can see that the student inputs can be displayed reasonably with computer feedback, they both are correlated during the tutoring study process.

In [12], RL algorithm is used in an education teaching pedagogical model so that the system can find out what best policy is that is suitable to the students. One of the major features of this method is that the system can improve its policy based on the feedbacks it already gotten previously from other students in similar situations and backgrounds. During the process, author studied three situations: accurate policies were applied for the learning; the RL to AIES was applied to application during exploration or exploitation process; AIES training phase was reduced by a special method.

Researchers also used RL to investigate student emotion in computer-based studying. In the work reported in [1], in order to find out the student’s feedback to the machine during the tutoring process, system and user performance features were combined together into the learning process. The authors of [1] argued that student emotion detection was important in building a ITS. Information about student emotion could be used to determine the timing to pass the dialogue to the student and so on.

In [14], rather than developing hand-written decision rules, it adopts a data-driven approach by collecting user feedback on a variety of possible Temporal Expressions in terms of task success, ambiguity, and user preference. The data collected in this work is freely available to the research community. These data were then used to train a simulated user and a reinforcement learning policy that learns an adaptive Temporal
Expression generation strategy for a variety of contexts.

Through interacting with users [22], author designed a tutoring system in which the student and system can communicate with each other interactively. The system gives the feedback to the student tentatively, meanwhile, it also gives some descriptions for some key words in different topics. The student can ask some more questions if he is not happy with the tentative answers from the system based on those key works given by the system. A hierarchy of key words based on Markov decision process were annotated for the whole system design which is often used in spoken dialogue system for tutoring. With RL, all those key words are ranked in order to get higher successful tentative rates, meanwhile make the number of communications as less as possible.

An RL approach were developed in order to find out the import tutoring features for ITS. Through experiments reported in [27], author found that when the state space is defined in ITS, other tutoring factors are very important and have more impact to the whole process, such as the system actions, student emotion, repeated the questions and answers between student and system, system performance, etc.

In the work reviewed above, and in the other existing work for applying RL in building ITSs, RL was mainly used as an off-line solution for tutoring and tutoring policy definition.

### 2.2 POMDP in ITS

With POMDP, it is possible for us to predict user’s action in ITS and plan even a state is uncertain. It is mainly based on the assumption based on the current student
This technique is characterized by maintaining a distribution over many possible hypotheses of the current dialogue state.

In [15] two POMDP representations are used: state queues and observation chains. It uses ITS task properties and lets POMDPs scale to represent over 100 independent learner features. A real-world military training problem is given as an example. A human study \((n = 14)\) provides initial validation for the model construction. Finally, evaluating the experimental representations with simulated students helps predict their impact on ITS performance. The compressed representations can model a wide range of simulated problems with instructional efficacy equal to lossless representations. With improved tractability, POMDP ITSs can accommodate more numerous or more detailed learner states and inputs.

The algorithm developed by Williams and Young [35] was a typical one in which POMDP was used for SDS. For each stage, the student state is uncertain but in a physical state, the state information is referred as belief state \(b\), which is a rate of possibility in the special physical state. With a special time stamp, both the learning process and system solving process is in an uncertain state. The belief state is in a vector as \((b(s_1), b(s_2), ...)^T\), the vector space is separated into different regions. As ambiguity could happen during the tutoring process, the ambiguity issues are fixed through the those belief state vectors and gives the student a best answer as the system can.

In [10], based on COMDP and POMDP, a SmartWheeler dialogue manager is designed with the previous dialogue histories. The tutoring system will get those histories into its system, then get POMDP involved, it creates two different models, one
is based on the keywords and another one is based on the student’s questions. The keywords and student questions are compared based on long term rewords through POMDP algorithm.

For PMODP, student state is unknown at each phase, we only have the belief state and observation to calculate the next step, see [34]. We can get the observation from supervised learning [29], or RL [17]. Main difference between the approaches is that supervised learning is optimized which supposes the tutoring is completed successfully while the RL approach is to predict the best answer to the student.

In the work reviewed above, POMDP is used off-line and the algorithms are used only for fixed strategy.
Chapter 3

Technical Background: RL and POMDP

3.1 Reinforcement Learning

3.1.1 Components and Functions

Reinforcement learning (RL) is a technique of machine learning suitable for applications in which the learning agent interacts with the environment. An RL algorithm can be represented as tuple \((S, A, T, \rho)\), where \(S\) is a set of states, \(A\) is a set of actions,
$T: S \times A \times S \to [0, 1]$ defines state transition probabilities, $\rho: S \times A \times S \to \mathbb{R}$ is the reward function where $\mathbb{R}$ is a set of rewards.

At time $t$, the learning agent is in state $s_t \in S$, where it takes action $a_t \in A$, which causes the agent to enter state $s_{t+1} \in S$. In the terminology of RL, taking action $a_t$ in state $s_t$ causes state transition from $s_t$ into $s_{t+1}$. The probability of state transition from $s_t$ into $s_{t+1}$ after $a_t$ is taken is $P(s_{t+1}|s_t, a_t)$. After a state transition, the agent receives reward $r_{t+1} \in \mathbb{R}$. The reward received by the agent after it takes $a_t$ in $s_t$ and enters $s_{t+1}$ is calculated as

$$r_{t+1} = \rho(s_t, a_t, s_{t+1}).$$ (3.1)

Policy $\pi$ is another important component in an RL algorithm. A policy has two different forms: deterministic $\pi(s)$ and stochastic $\pi(s, a)$. The deterministic $\pi$ can be used to choose actions for the learning agent to take. When $\pi$ is optimal, for state $s_t$ it returns action $a_t$, that is,

$$a_t = \pi(s_t),$$ (3.2)

which maximizes the long term return $R_t$ defined as

$$R_t = \sum_{k=0}^{n} \gamma^k r_{t+k+1}$$ (3.3)

where $r_i \in \mathcal{P}$ is a reward defined in (3.1) ($i = t+1, t+2, ...$), and $\gamma$ is a future reward discounting factor ($0 \leq \gamma \leq 1$).

The deterministic $\pi(s)$ is calculated as

$$\pi(s) = \arg\max_a Q^\pi(s, a).$$ (3.4)

$Q^\pi(s, a)$ is a value function. It will be discussed later. The stochastic $\pi(s, a)$ is defined
as:
\[
\pi(s, a_k) = \frac{Q^\pi(s, a_k)}{\sum_{i=1}^{n} Q^\pi(s, a_i)}
\] (3.5)

where \( n \) is the number of possible actions that can be taken in state \( s \), and \( 1 \leq k \leq n \).

When \( \pi \) is optimal, \( \pi(s, a) \) returns the probability that \( a \) may maximize the long term benefit when it is taken in \( s \).

\( Q^\pi(s, a) \) is the action-value function given \( \pi \). It evaluates the expected return if action \( a \) is taken in \( s \) and the subsequent actions are chosen by \( \pi \). \( Q^\pi(s, a) \) can be defined and calculated as

\[
Q^\pi(s, a) = E[R|s, \pi, a] = \sum_{s'} P(s'|s, a) V^\pi(s')
\] (3.6)

where \( E[\ ] \) denotes calculating the expected value, \( R \) is the return defined in (3.3), \( s' \) is the state that the agent enters after it takes \( a \) in \( s \), \( P(s'|s, a) \) is the probability of transition from \( s \) to \( s' \) after \( a \) is taken, and \( V^\pi(s) \) is the state-value function that evaluates the expected return of \( s \) given policy \( \pi \). \( V^\pi(s) \) can be defined and calculated as

\[
V^\pi(s) = E[R|s, \pi] = E^\pi[\sum_{k=0}^{n} \gamma^k r_{t+k+1}|s_t = s] = \sum_{a} \pi(s, a) \sum_{s'} P(s'|s, a)[R(s, a, s') + \gamma V^\pi(s')] \] (3.7)

where \( E^\pi[\ ] \) denotes calculating the expected value given that the agent follows policy \( \pi \) hereafter, \( \gamma \) is a future reward discounting factor, and \( R(s, a, s') \) is the expected reward when transiting from \( s \) to \( s' \) after \( a \) is taken.
3.1.2 Policy improvement

Policy improvement is to generate a better policy from the current policy. By updating action-value function $V^\pi$ and state-value function $Q^\pi$, an RL policy $\pi$ can be improved.

Let $\pi$ be the current policy, and $\pi(s)$ be the action maximizing $V^\pi(s)$. In state $s$ if there is an action $a \neq \pi(s)$, we may expect that there exists a policy $\pi'$ such that $a = \pi'(s)$. If $\forall s \in S$,

$$Q^\pi(s, \pi'(s)) \geq V^\pi(s), \quad (3.8)$$

then based on the policy improvement theorem [26], $\pi'$ must be as good as, or better than, $\pi$. That is, $\forall s \in S$

$$V^{\pi'}(s) \geq V^\pi(s). \quad (3.9)$$

The task of policy improvement is to find such a $\pi'$.

Policy $\pi'$ can be found by improving $\pi$ through the policy iteration process [26], given in the following procedure.

1. Initialization
   Initialize $V^\pi$ based on $\pi$

2. Policy Evaluation
   Repeat
   $$\Delta \leftarrow 0$$
   For each $s \in S$
   $$v \leftarrow V^\pi(s)$$
   $$a \leftarrow \pi(s)$$
   $$V^\pi(s) \leftarrow \sum_{s'} P(s'|s,a)[R(s,a,s') + \gamma V^\pi(s')]$$
   $$\Delta \leftarrow \max(\Delta, |v - V^\pi(s)|)$$
   until $\Delta < \theta$

3. Policy Improvement
   policy_stable $\leftarrow$ true
   For each $s \in S$
\[
\begin{align*}
b &\leftarrow \pi(s) \\
\pi(s) &\leftarrow \arg\max_a \sum_{s'} P(s'|s,a) [R(s,a,s') + \gamma V^\pi(s')] \\
\text{If } b \neq \pi(s) \text{ then policy\_stable } &\leftarrow \text{false} \\
\text{If policy\_stable, then stop; else go to 2}
\end{align*}
\]

3.2 Reinforcement Learning based on POMDP

3.2.1 COMDP vs POMDP

Conventional RL is based on Markov decision process (MDP). In an MDP, states are completely observable. MDP is also called completely observable Markov decision process (COMDP).

In an RL algorithm based on COMDP, a learning agent is completely certain about the current state \(s\) it is in, and is also certain about the new state \(s'\) after it takes action \(a\) in \(s\). \(a\) is a function of \(s\), i.e. \(\pi(s)\), and the transition to \(s'\) is a function of \(s\) and \(a\). Also, reward \(r\) is a function of \(s\), \(a\), and \(s'\). Certainty about states is essential for applying the conventional RL. For applications in which states are not fully observable, a conventional RL algorithm may not be suitable.

POMDP (Partially Observable Markov Decision Process) provides a better basis for applying reinforcement learning to applications in which states are not observable, or only partially observable. In many applications, at a point of time, the agent does not know exactly what state it is in, and after it takes an action, it does not know what new state it is in either. POMDP can help the agent to make decisions with uncertainty in viewing the states.

3.2.2 Main components in POMDP

A POMDP can be represented as tuple \((S, A, T, \rho, O, Z, b_0)\).

- \(S\) is a set of states.
- \(A\) is a set of actions.
• \( T : S \times A \times S \rightarrow [0, 1] \) defines state transition probabilities. \( P(s'|s,a) \) is the probability of transition from \( s \) to \( s' \) after \( a \) is taken in \( s \). For each pair of \( s \) and \( a \), \( \sum_{s' \in S} P(s'|s,a) = 1 \).

• \( \rho : S \times A \times S \rightarrow \mathbb{R} \) is the reward function, where \( \mathbb{R} \) is a set of rewards. \( \rho(s,a,s') \) returns the reward after the agent takes \( a \) in \( s \) and enters \( s' \).

• \( O \) is a set of observations.

• \( Z : A \times S \rightarrow O \) defines observation probabilities. \( P(o|a,s') \) denotes the probability that the agent observes \( o \) after taking \( a \) and enters \( s' \). For each pair of \( a \) and \( s' \), \( \sum_{s' \in S} P(o|a,s') = 1 \). Note \( P(o|a,s') \) is a probability of \( o \) given \( a \) and \( s' \), not just \( s' \).

• \( b_0 \) is the initial belief state.

Of the components in the tuple, \( S, A, T, \) and \( \rho \) are the same as the counterparts in the conventional RL, whereas \( O, Z \) and \( b_0 \) are new. In POMDP, \( s \in S \) is not observable or not completely observable to the learning agent. The agent can only observe \( o \in O \).

To the agent, information about states is represented by a distribution over states, referred to as belief state denoted by \( b \). In the following, when it is necessary to distinguish \( s \in S \) from \( b \), we refer to \( s \) as a physical state.

At a point of time, the agent is in a physical state (the current state), however it does not know which is the current state. The information about states available to the agent is \( b \), which is a vector

\[
b = [b(s^1), b(s^2), ..., b(s^N)]
\]

where \( s^i \in S \ (1 \leq i \leq N) \) is the \( i \)th physical state, \( N \) is the number of states in \( S \), and \( \sum_{i=1}^{N} b(s^i) = 1 \). \( b(s^i) \) is the probability that \( s^i \) is the current state. (Note we use superscripts of \( s \) to number physical states, and use subscripts of \( s \) to indicate time steps. The only exception is we use \( s' \) to indicate the state in the next time step.)
Based on the state information in $b$, the agent’s policy chooses an action $a$. After the agent takes $a$, the agent enters state $s'$, and observes $o$. The total probability of observing $o$ after taking $a$ is

$$P(o|a) = \sum_{s \in S} b(s) \sum_{s' \in S} P(s'|s, a) P(o|a, s').$$

(3.11)

The expected reward after the agent takes $a$ is calculated as

$$\mathcal{R}(a) = \sum_{s \in S} b(s) \sum_{s' \in S} r(s, a, s'),$$

(3.12)

where $r(s, a, s') = \rho(s, a, s')$ is the reward that the agent receives after it takes $a$ in $s$ and enters $s'$.

After the agent takes $a$ in belief state $b$, the information of the new state will then be represented by belief state vector $b'$. In $b'$, an element is $b'(s')$, calculated as

$$b'(s') = \sum_{s \in S} b(s) P(s'|s, a) P(o|a, s')/P(o|a)$$
where $P(o|a)$ defined in (3.11) is used as a normalization constant so that the elements in $b'$ sum to one. Note that Eqn (3.11) can be rewritten as

$$P(o|a) = \sum_{s' \in S} P(o|a, s') \sum_{s \in S} b(s) P(s'|s, a). \quad (3.14)$$

For any $b$, the successor $b'$ depends only on $a$ and $o$. This fact can be expressed as

$$b'(s') = P(s'|a, s', o).$$

Each individual $b'(s') \in b'$ depends on $b$, $a$ and $o$, as in (3.13). That is, for each $s'$, $b'(s')$ is calculated based on the current belief state, the action taken, and the observation.

### 3.2.3 Solving a POMDP

Solving a POMDP is to find a policy $\pi$ such that the expected sum of discounted rewards is maximized.

A policy can be represented as a set of policy trees[31]. The task of solving a POMDP can be conducted by finding the optimal policy trees. Each policy tree is associated with a $V$ function. In the following, we denote the value function for executing policy tree $p$ as $V_p$.

For physical state $s$:

$$V_p(s) = \mathcal{R}(s, a) + \gamma \sum_{s' \in S} P(s'|s, a) \sum_{o \in O} P(o|a, s') V_{p(o)}(s') \quad (3.15)$$

where $a$ is the root action of policy tree $p$, $\mathcal{R}(s, a)$ is the expected immediate reward after $a$ is taken in $s$, $o$ is the observation after $a$ is taken, $p(o)$ is the subtree in $p$ which is connected to the root action by an edge labeled $o$, and $\gamma$ is a reward discounting factor. The second term in the expression on the right side is the discounted expected value of future states. $\mathcal{R}(s, a)$ is defined as

$$\mathcal{R}(s, a) = \sum_{s' \in S} P(s'|s, a) \mathcal{R}(s, a, s') \quad (3.16)$$
where $R(s,a,s')$ is the expected immediate reward after the agent takes $a$ in $s$ and enters $s'$.

$V_p(s)$ can be understood by comparing Eqn (3.15) with Eqn (3.7). Eqn (3.7) can be rewritten as:

$$V^\pi(s) = \sum_{a \in A} \pi(s,a) \sum_{s' \in S} P(s'|s,a)[R(s,a,s') + \gamma V^\pi(s')]$$

In Eqn (3.17), the first term in the $[ ]$ brackets represents the expected immediate reward for a given $s$ and a given $a$, and the second term is the discounted expected value of future states. The first term is the same as the right hand side of Eqn (3.16). Compare Eqns (3.15) and (3.17), we can see that the main difference is in the discounted expected value of future states. In Eqn (3.15), observations are taken into consideration.

The value of belief state $b$ given policy $p$, denoted by $V_p(b)$, is the value when the agent executes policy tree $p$ in $b$

$$V_p(b) = \sum_{s \in S} b(s) V_p(s). \quad (3.18)$$

$V_p(b)$ is an expectation over all the physical states given $p$. If we define $V_p$ as a vector with $V_p(s^i)$ ($i = 1, 2, ..., N$) being its elements

$$V_p = [V_p(s^1), V_p(s^2), ..., V_p(s^N)], \quad (3.19)$$

then from Eqn (3.18), $V_p(b)$ can be represented as a dot product of $b$ and $V_p$:

$$V_p(b) = b \cdot V_p. \quad (3.20)$$

At different time steps, the learning agent may be in different physical states. From the perspective of the agent, it is in different belief state. For belief state $b$, there is an optimal policy tree $p$, which maximizes the value of the belief state:

$$V(b) = \max_{p \in P} V_p(b) = \max_{p \in P} b \cdot V_p \quad (3.21)$$
The policy $\pi(b)$ (approximated by a policy tree) is a function of $b$, returning a policy tree that maximize the value of $V(b)$:

$$\pi(b) = \hat{p} = \arg\max_{p \in \mathcal{P}} V_p(b)$$  \hspace{1cm} (3.22)
Chapter 4

POMDP for Building an ITS

4.1 An Overview

In this chapter, we present our technique of POMDP for building an ITS. We cast an ITS as a partially observable Markov decision process (POMDP), and apply a reinforcement learning (RL) algorithm to learn the optimal teaching strategies through interactions between the system and the students. We define states based on the important concepts in the subject taught by the system. A state represents the agent’s knowledge about a study state of the student. An action is an action taken by the agent, like answering a question. An observation is an action taken by the student and observed by the agent, like asking a question. An action by the agent causes a state transition.

The teaching strategy is modeled by the policy of the agent. To answer a student question, the agent applies the strategy to choose a suitable answer, based on the agent’s knowledge about the student study state. When the study state is uncertain, the decision is based on the agent’s belief state. The teaching strategy (modeled by the policy) is created as a function of the agent’s belief state. The policy is first initialized by using training data, and updated continuously during the process of teaching.
4.2 States

In POMDP, at any point of time, there is a current state, which is a physical state. In our ITS architecture, it is the state the agent is in. The current state represents the agent’s knowledge about the current study state of the student. Defining states is a core task in designing a POMDP-based RL algorithm. States and state transitions form the framework in which a learning agent conducts its jobs.

We define the states based on important concepts in the subject of tutoring. For example, in tutoring the basic level knowledge of software, the important concepts include “binary digit”, “bit”, “byte”, “data”, “computer file”, “instruction”, “programming language”, “machine language”, “assembly language”, “high-level language”, “query language”, “program”, “application program”, “database”, and so on.

Concepts are related to each other. To study a concept, a student must first understand some other concepts. We call the latter prerequisites. For example, to understand “computer file”, a student has to understand “data” first. Thus “data” is a prerequisite of “computer file”. A prerequisite concept may have its own prerequisites. For example, “data” has prerequisites of “bit” and “byte”. A concept may have a number of direct and indirect prerequisites. Here, a direct prerequisite is one that appears in the definition or description of another concept. The definitions/descriptions of the sample concepts can be found in the appendix of the thesis.

The prerequisite relationships can be represented in a directed acyclic graph (DAG), in which the nodes are concepts and the edges are relationships of direct prerequisites. Figure 4.1 illustrates such a DAG for a subset of the concepts in tutoring software basic. We will see that information about concept prerequisites is useful in defining states and eliminating invalid states.

For each concept, we define two conditions. Let C be the name of a concept. We have

- the understand condition, denoted by $\sqrt{C}$, indicating that the student under-
Figure 4.1: The directed acyclic graph (DAG) representing a subset of concepts in basic software tutoring and their prerequisite relationships.

stands the concept, and

• the not understand condition, denoted by $\neg C$, indicating that the student does not understand the concept.

The conditions are binary. Boolean conjunctive formulae of concept conditions can be constructed to represent study states of a student, with respect to the concepts. For instance, $(\sqrt{C_1} \land \sqrt{C_2} \land \neg C_3)$ can be used to represent the study state that the student understands concepts $C_1$ and $C_2$ but not concept $C_3$. In this thesis, we omit the $\land$ operator. We thus write the above formula as $(\sqrt{C_1} \lor \sqrt{C_2} \lor \neg C_3)$.

Now we come to the state definition in our ITS. In the architecture, a state is for a study state of the student, which specifies the concepts the student understands and the concepts the student does not understand. The representation of a state is a formula as presented above. Assume in a subject there are three concepts $C_1$, $C_2$, and $C_3$. $(\sqrt{C_1} \lor \sqrt{C_2} \lor \neg C_3)$ represents the study state that the student understands $C_1$ and $C_2$, while he does not understand $C_3$. $(\sqrt{C_1} \lor \sqrt{C_2} \lor \sqrt{C_3})$ represents the study state
that the student understands all the three concepts. We call the formula associated with a state the *state expression* of the state.

When there are \( N \) concepts in the subject, a state expression contains conditions of all the \( N \) concepts, denoted by \((C_1C_2C_3...C_N)\), in which \( C_i \) \((1 \leq i \leq N)\) may take the values of \( \sqrt{C_i} \) or \( \neg C_i \). In state expressions, the concepts are sorted by applying a topological sorting algorithm to the DAG that represents the prerequisite relationships. In a topologically sorted state expression (a concept list), all the direct and indirect prerequisites of a concept are on the left hand side of it. That is, in state expression \((C_1...C_{i-1}C_i...C_N)\), all the direct and indirect prerequisites of \( C_i \) are in \( C_1 \) through \( C_{i-1} \). As an example, the following is a result when the concepts in Figure 4.1 are topologically sorted:

\[
\text{BD BI BY DA FI IN PL ML AL HL QL PR AP DB (4.1)}
\]


When the number of concepts is \( N \), we have \( 2^N \) possible state expressions, which is exponential. However, the actual number of states is much smaller than \( 2^N \). The reason is that most expressions are for invalid states. For example, \((\sqrt{C_1}\neg C_2\sqrt{C_3}...)\) is for an invalid state when \( C_2 \) is a prerequisite of \( C_3 \). Assume that \( C_2 \) is “bit” and \( C_3 \) is “byte”. The expression represents an invalid state because a student could not correctly understand “byte” without knowledge of “bit”, which is a prerequisite of “byte”.

Assume we have a topologically sorted expression \((C_1C_2...C_N)\), and for any \( C_i \) \((1 < i \leq N)\), all the concepts in \( C_1 \) through \( C_{i-1} \) are its direct or indirect prerequisites. The expression is for a valid state if and only if when \( C_k \) is \( \sqrt{C_k} \) \((1 < k \leq N)\), any \( C_i \) is \( \sqrt{C_i} \) \((1 \leq i < k)\). It can be calculated that the number of valid expressions is \( N \) in
this case. In many other cases, some concepts in $C_1$ through $C_{k-1}$ are not prerequisites of $C_k$. For example, FI (file) is to the left of IN (instruction) in the list in (4.1), but it is not a prerequisite of IN. When such cases are taken into consideration, the number of valid expressions would be bigger, but is still much smaller than $2^N$.

In implementing the ITS, each state expression is coded as one or more unsigned long integer of 64 bits, depending on the number of concepts. Each concept condition is coded as a bit, with value 1 for “understand”, and value 0 for “not understand”. In this way, we can use an unsigned long integer to code an expression of up to 64 concepts. If the number of concepts is larger than 64, we can use two or more words for a state expression.

Our state definition is different from those in the existing work, in which states are commonly defined by a number of “features”, such as correctness, certainty, concept repetition, frustration, percent correct, etc [27]. Our definition depicts the student’s study states. It has the advantages: In tutoring a student, information about what the student understands, i.e. the study states, is essential in deciding a tutoring strategy. Since the information is available in each state, the system may choose the most suitable answer to the student’s question based on the locally available information. Also, a state defined in this way is Markovian. The Markov property makes the state definition suitable for RL.

### 4.3 Actions

In a tutoring session, asking and answering questions are the primary actions of the student and system. Other actions are those for confirmation, etc. Figure 4.2 shows some system and user actions in a tutoring dialogue session. Note that the knowledge of software in our examples is simplified so that we can better focus on the techniques for system development.

We classify actions in the ITS into student actions and system actions. Student
m1: What would you like to learn?
h1: What is a database?
m2: A database is a collection of interrelated computer files and a set of application programs written in a query language.
h2: But what is a query language?
m3: A query language is a high-level language mainly for requesting data.
h3: I see.
m4: Now I return to database.
   A database is a collection of interrelated computer files and a set of application programs written in a query language.
   Make sense?
h4: Yes.
m5: Other questions?
h5: What is a human-computer interface?

Figure 4.2: System and student actions in a tutoring session. m - machine (system), h - human (student).

actions mainly includes the actions of asking questions about concepts. Asking “what is a database?” is such an action. Student actions can also be “Tell me about machine language”, “I need to know about computer file”, etc. Each student action involves only one concept. In the following discussion, we denote a student action of asking about concept $C$ by $[C]$. For example, when $C$ represents “database”, $[C]$ is an action of asking about “database”. We use $[]$ to denote a student action that is not a question about a concept, like “please continue” and ”I am done”. We code a student action using the same number of unsigned long integers as a state expression. The coding is similar to that for state expressions, in which each concept is represented by a bit and the concepts are topologically sorted. In the coding of a student action, one bit is assigned “1” representing the concept that is asked.

The system actions mainly include the actions of answering questions about concepts, like “A database is a collection of interrelated computer files and a set of application programs written in a query language”. We use $\{C\}$ to denote a system
action of explaining $C$. We use $\{\}$ to denote a system action that does not explain a concept, like “how can I help you?”

Quite often, the system can answer $[C]$ directly by taking the action of $\{C\}$. However, sometimes to answer a question, the system has to “make up” some prerequisite knowledge. For example, before answering a question about “database”, the system has to explain “query language” and “computer file” if the student does not understand them. Let’s use $C_i$ represent “database”, $C_j$ represent “query language”, and $C_k$ represent “computer file” ($1 \leq j < k < l$), and assume $j < k$. Subscripts $j, k, l$ are indexes of the concepts in the state expressions, which are topologically sorted. We express such actions as $\{C_jC_kC_i\}$, which specifies that the system explains $C_j$, then $C_k$, and then $C_i$. It explains $C_j$ and $C_k$ in order to eventually explain $C_i$. Similarly, if the system first explains “high-level language” in order to explain “query language”, the actions are expressed as $\{C_iC_jC_kC_l\}$, where $C_i$ represents “high-level language” ($1 \leq i < j < k < l$). In the following discussion, we refer to such a sequence of actions for answering a question as a answer path.

For an answer path like $\{C_iC_jC_kC_l\}$, the system explains the concepts from left to right. Since the concepts are topologically sorted, a concept is explained after all the concepts on its left hand side (i.e. the prerequisites) are explained.

### 4.4 State Transitions by Actions

In the ITS architecture, system actions causes state transitions, while student action are used as observations. We will denote a system action by $a$, and denote a student action by $o$.

In a state $s \in S$, any system action can be taken. A system action can transit the state into different states. In the following, we will take the state of $(\neg C_1, \neg C_2, \ldots, \neg C_N)$ as an example, which indicates that the student understands nothing about the subject. Assume the system action in this state is a greeting like “Hi. What would you
like to learn?” denoted by { }. This action causes a state transition. Since states
are not observable, we can only estimate the new state. The new state is estimated
by observing the student action. Assume the student asks question \([C_1]\). The most
probable new state may be one of

- \([\neg C_1 \neg C_2 \ldots \neg C_{l-1} \neg C_l \neg C_{l+1} \ldots \neg C_N]\): The student does not understand \(C_l\) and all
  of its prerequisites;

- \([\sqrt{C_1} \neg C_2 \ldots \neg C_{l-1} \neg C_l \neg C_{l+1} \ldots \neg C_N]\): The student does not understand \(C_l\) and
  all of its prerequisites except for \(C_1\);

- \(\ldots\);

- \([\sqrt{C_1} \sqrt{C_2} \ldots \sqrt{C_{l-1}} \neg C_l \neg C_{l+1} \ldots \neg C_N]\): The student does not understand \(C_l\) but
  understands all of its prerequisites.

(Keep in mind that the concepts are topologically sorted.) When \(a\) is taken in \(s\),
there is a probability for transition into new state \(s'\), denoted by \(P(s'|s,a)\). For each
possible new state \(s'\) caused by \(a\), there is a probability to observe student action \(o\),
denoted by \(P(o|a,s')\).

In the new state, similarly, any system action can be taken, and the action taken
may transit the state into different states.

In a state, for a given student question, there is a set of “most suitable” system
actions. For example, if the user question is \([C_1]\), and the new state is
\([\sqrt{C_1} \neg C_2 \ldots \neg C_{l-1} \neg C_l \neg C_{l+1} \ldots \neg C_N]\), \(\{C_2\}\) is one of the most suitable system actions
when \(C_2\) is a prerequisite of \(C_l\). We do not need to teach \(C_1\) because the student
already understands it. We should not omit \(C_2\) because the student does not under-
stand \(C_2\), which is eventually needed to understand \(C_l\).

In an application, if states are completely observable, it is relatively easy for
the system to choose the most suitable actions to take. However, if states are not
observable, or not completely observable, choosing the most suitable action in a state
is a challenging task. We use the technique of POMDP to address this challenge.
4.5 Teaching strategy as policy trees

As mentioned before, a concept may have prerequisites. When answering a question about a concept, an ITS may directly explain the concept, or it may start with one of the prerequisites to make up the knowledge that is needed for the student to understand the concept in question. In this thesis, teaching strategy is used to select the starting concept in answering a question. The teaching strategy largely determines student satisfaction and teaching efficiency. In the following, we discuss more about teaching strategies, and the problems that a poor strategy may cause.

The same student question can be answered in different ways. Assume the student question is \( C_k \) and \( C_k \) has prerequisites \( C_1, C_2, \ldots, C_{k-1} \). A possible system action is to teach \( C_k \) directly, without making up any prerequisites. The second possible action is to start with \( C_1 \), then teach \( C_2 \), until \( C_k \). The third action is to start with \( C_2 \), then teach \( C_3 \), until \( C_k \), and so on. For example, when asked about “database”, the agent may explain what a database is, without making up any prerequisite (like \( m2 \) in Figure 4.2). A disadvantage is that the student may become frustrated and has to ask about many prerequisites. Another answer is to start with a very basic prerequisite. For example, the agent starts with “binary digit” when answering about “database”. A disadvantage of this answer is low efficiency and the student may become impatient. When answering a student question, the system should be able to choose a good answer which starts with “right” prerequisite if the concept in question has prerequisites. In the example in Figure 4.2, a good answer is to start with “query language”.

In our technique, we model the teaching strategy as the policy of the learning agent. In POMDP, policy trees can be used to simplify the process of POMDP solving, that is, the process to find the optimal policy. In a policy tree, a node represents an action and an edge represents an observation. When executing a policy tree, the system first takes the action at the root node, then depending on the observation, takes the action at the node that is connected by the edge representing the observa-
A policy is comprised of a set of policy trees. When we use POMDP to solve a problem, we select the policy tree that maximizes the value function. For different belief state \( b \), we choose different policy trees to solve the problem. The calculation for policy selection is given in Eqn (3.22). The equation is repeated here for the convenience of discussion:

\[
\pi(b) = \hat{p} = \arg \max_{p \in P} V_p(b).
\]

In our technique, we use the method of policy trees. In a policy tree, a node is associated with a system action (explaining a concept) and an edge is associated with a student action (treated as an observation). A student action may be asking a question, accepting or rejecting a system action.

For each concept, we create a set of policy trees to answer student questions about the concept. Let the concept in question be \( C_l \). For each direct prerequisite \( C_k \), we create a policy tree \( p \) with \( C_k \) being the root. In the policy tree, there is one or more paths \( C_k, ..., C_l \), which are answer paths for student question \([C_l]\). When the student asks a question about \( C_l \), we select the optimal policy tree \( p \) that contain the most suitable answer path, based on the student’s current study state.

### 4.6 Value function and reward function

To apply Eqn (3.22) to select the optimal policy tree for student question \([C_l]\), we use value function \( V_p(b) \). The optimal policy tree for answering \([C_l]\) is the \( \hat{p} \) that maximizes \( V_p \) for given \( b \) that represents the student’s current study state. (In the following, for the convenience of discussion, we repeated some important equations.) \( V_p(b) \) is defined in (3.20):

\[
V_p(b) = b \cdot V_p.
\]
where $V_p$ is a vector defined in (3.19):

$$V_p = [V_p(s^1), V_p(s^2), ..., V_p(s^N)].$$

where $N$ is the number of physical states. For a given physical state $s$, $V_p(s)$ is defined in (3.15):

$$V_p(s) = R(s, a) + \gamma \sum_{s' \in S} P(s'|s, a) \sum_{o \in O} P(o|a, s') V_p(o)(s')$$

where $a$ is the root action of policy tree $p$, $R(s, a)$ is the expected immediate reward after the agent takes $a$ in $s$, and $p(o)$ is the subtree of $p$ that is connected with the root by the edge labeled $o$.

In our technique, we define reward function as $\rho : S \times A \to \mathbb{R}$. That is, the reward function is of the form $\rho(s, a)$. Let $\{C_l\}$ be system action $a$, $\varphi_l$ be the set of all the direct and indirect prerequisite concepts of $C_l$, and $s$ be represented by state expression ($C_1C_2...C_N$). We define the reward function as

$$\rho(s, a) = \begin{cases} r' & \text{if } (a = \{C_l\}) \land \forall C \in \varphi_l(C = \sqrt{C}) \land (C_l = \neg C_l) \\ r'' & \text{otherwise} \\ 0 & \text{if } a = \{ \} \end{cases} \quad (4.2)$$

where $r'$ and $r''$ are two scalar values and $r' > r''$. When the agent takes system action $\{C_l\}$ in state $s$, if in the state expression of $s$ all the direct and indirect prerequisites of $C_l$ are in “understand” condition and $C_l$ is “not understand”, the agent receives $r'$, otherwise receives $r''$.

### 4.7 An example

In the following, we use a subset of the concepts in software basic to create a miniature ITS to show some major components in the ITS based on POMDP. The concepts are “binary digit” (BD), “bit” (BI), “instruction” (IN), “programming language” (PL), and “machine language” (ML). PL and BD are prerequisites of ML. IN is a prerequisite of PL. Assume we develop an ITS for tutoring the four concepts. Same as
before, when numbering the states, actions, and observations, we place the numbers
as superscripts, to avoid confusion with time steps. (Note we still use \( s' \) to denote
the state in the next time step.)

The valid physical states are:

\[
s_1 : (\neg BD \neg BI \neg IN \neg PL \neg ML),
\]
\[
s_2 : (\sqrt{BD} \neg BI \neg IN \neg PL \neg ML),
\]
\[
s_3 : (\sqrt{BD} \sqrt{BI} \neg IN \neg PL \neg ML),
\]
\[
s_4 : (\sqrt{BD} \sqrt{BI} \sqrt{IN} \neg PL \neg ML),
\]
\[
s_5 : (\sqrt{BD} \sqrt{BI} \sqrt{IN} \sqrt{PL} \neg ML),
\]
\[
s_6 : (\neg BD \sqrt{BI} \neg IN \neg PL \neg ML),
\]
\[
s_7 : (\neg BD \sqrt{BI} \sqrt{IN} \neg PL \neg ML),
\]
\[
s_8 : (\sqrt{BD} \sqrt{BI} \sqrt{IN} \sqrt{PL} \neg ML),
\]
\[
s_9 : (\sqrt{BD} \sqrt{BI} \sqrt{IN} \sqrt{PL} \sqrt{ML}).
\]

The number of valid states is 9, smaller than \( 2^N \), where \( N = 5 \). The students actions
are

\[
o_1 : [BD], o_2 : [BI], o_3 : [IN], o_4 : [PL], o_5 : [ML], o_6 : [], o_7 : [\text{rejection}],
\]

where [] denotes an acceptance action, and [rejection] denotes a rejection action.

The system actions are

\[
a_1 : \{BD\}, a_2 : \{BI\}, a_3 : \{IN\}, a_4 : \{PL\}, a_5 : \{ML\}, a_6 : \{\}
\]

where \( \{C\} \) denotes a description/explanation about concept \( C \), and empty \( \{\} \) denotes
a greeting or “how can I help you?” The reward function is

\[
\rho(s^1, a^1) = r', \rho(s^1, a^2) = r'', \rho(s^1, a^3) = r''', \rho(s^1, a^4) = r'^{''}, \rho(s^1, a^5) = r'^{'''}, \rho(s^1, a^6) = 0,
\]
\[
\rho(s^2, a^1) = r', \rho(s^2, a^2) = r'', \rho(s^2, a^3) = r''', \rho(s^2, a^4) = r'^{''}, \rho(s^2, a^5) = r'^{'''}, \rho(s^2, a^6) = 0,
\]
\[
\rho(s^3, a^1) = r', \rho(s^3, a^2) = r'', \rho(s^3, a^3) = r''', \rho(s^3, a^4) = r'^{''}, \rho(s^3, a^5) = r'^{'''}, \rho(s^3, a^6) = 0,
\]
\[
\rho(s^4, a^1) = r', \rho(s^4, a^2) = r'', \rho(s^4, a^3) = r''', \rho(s^4, a^4) = r'^{''}, \rho(s^4, a^5) = r'^{'''}, \rho(s^4, a^6) = 0,
\]
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\[ \rho(s^5, a^1) = r'', \rho(s^5, a^2) = r'', \rho(s^5, a^3) = r'', \rho(s^5, a^4) = r'', \rho(s^5, a^5) = r', \rho(s^5, a^6) = 0, \]
\[ \rho(s^6, a^1) = r', \rho(s^6, a^2) = r'', \rho(s^6, a^3) = r'', \rho(s^6, a^4) = r', \rho(s^6, a^5) = r'', \rho(s^6, a^6) = 0, \]
\[ \rho(s^7, a^1) = r', \rho(s^7, a^2) = r'', \rho(s^7, a^3) = r'', \rho(s^7, a^4) = r', \rho(s^7, a^5) = r'', \rho(s^7, a^6) = 0, \]
\[ \rho(s^8, a^1) = r'', \rho(s^8, a^2) = r', \rho(s^8, a^3) = r'', \rho(s^8, a^4) = r', \rho(s^8, a^5) = r'', \rho(s^8, a^6) = 0, \]
\[ \rho(s^9, a^1) = r'', \rho(s^9, a^2) = r'', \rho(s^9, a^3) = r'', \rho(s^9, a^4) = r'', \rho(s^9, a^5) = r'', \rho(s^9, a^6) = 0. \]

For the values assigned to the state-action pairs, please see Eqn (4.2).

In a state, the agent takes a (system) action. The action transits the current state into a new state. After the transition, the agent receives a reward. Then the student takes a (student) action. The student action is observed by the agent. The agent uses the observed student action to estimate the new state.

The transition probabilities are

\[ P(s^1|s^1, a^1), P(s^2|s^1, a^1), P(s^3|s^1, a^1), P(s^4|s^1, a^1), P(s^5|s^1, a^1), P(s^6|s^1, a^1), P(s^7|s^1, a^1), \]
\[ P(s^8|s^1, a^1), P(s^9|s^1, a^1), \]
\[ P(s^1|s^2, a^1), P(s^2|s^2, a^1), P(s^3|s^2, a^1), P(s^4|s^2, a^1), P(s^5|s^2, a^1), P(s^6|s^2, a^1), P(s^7|s^2, a^1), \]
\[ P(s^8|s^2, a^1), P(s^9|s^2, a^1), \]
\[ \ldots \]
\[ P(s^1|s^9, a^1), P(s^2|s^9, a^1), P(s^3|s^9, a^1), P(s^4|s^9, a^1), P(s^5|s^9, a^1), P(s^6|s^9, a^1), P(s^7|s^9, a^1), \]
\[ P(s^8|s^9, a^1), P(s^9|s^9, a^1), \]
\[ \ldots \]
\[ P(s^1|s^1, a^6), P(s^2|s^1, a^6), P(s^3|s^1, a^6), P(s^4|s^1, a^6), P(s^5|s^1, a^6), P(s^6|s^1, a^6), P(s^7|s^1, a^6), \]
\[ P(s^8|s^1, a^6), P(s^9|s^1, a^6), \]
\[ P(s^1|s^2, a^6), P(s^2|s^2, a^6), P(s^3|s^2, a^6), P(s^4|s^2, a^6), P(s^5|s^2, a^6), P(s^6|s^2, a^6), P(s^7|s^2, a^6), \]
\[ P(s^8|s^2, a^6), P(s^9|s^2, a^6), \]
\[ \ldots \]
\[ P(s^1|s^9, a^6), P(s^2|s^9, a^6), P(s^3|s^9, a^6), P(s^4|s^9, a^6), P(s^5|s^9, a^6), P(s^6|s^9, a^6), P(s^7|s^9, a^6), \]
\[ P(s^8|s^9, a^6), P(s^9|s^9, a^6), \]
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Many state transition probabilities are zeros, which indicate impossible transitions. For \( \mathcal{S}^i \) and \( \mathcal{S}^j \), if \( \mathcal{C}_l = \sqrt[5]{\mathcal{C}_l} \) in \( \mathcal{S}^i \) and \( \mathcal{C}_l = \neg \mathcal{C}_l \) in \( \mathcal{S}^i \) (1 \( \leq l \leq 5 \)), then \( \forall k (P(s^i|s^j, a^k) = 0) \). The reason is that no action can be taken to change a student from a state of understanding a concept into a state of not understanding the same concept. The non-zero transition probabilities are first initialized by using training data, and then improved during system-user interactions.

The observation probabilities are

\[
P(o^1|a^1, s^1), P(o^1|a^1, s^2), P(o^1|a^1, s^3), P(o^1|a^1, s^4), P(o^1|a^1, s^5), P(o^1|a^1, s^6), P(o^1|a^1, s^7),
\]

\[
P(o^1|a^1, s^8), P(o^1|a^1, s^9),
\]

\[
P(o^1|a^2, s^1), P(o^1|a^2, s^2), P(o^1|a^2, s^3), P(o^1|a^2, s^4), P(o^1|a^2, s^5), P(o^1|a^2, s^6), P(o^1|a^2, s^7),
\]

\[
P(o^1|a^2, s^8), P(o^1|a^2, s^9),
\]

...  

\[
P(o^1|a^5, s^1), P(o^1|a^5, s^2), P(o^1|a^5, s^3), P(o^1|a^5, s^4), P(o^1|a^5, s^5), P(o^1|a^5, s^6), P(o^1|a^5, s^7),
\]

\[
P(o^1|a^5, s^8), P(o^1|a^5, s^9),
\]

...  

\[
P(o^7|a^1, s^1), P(o^7|a^1, s^2), P(o^7|a^1, s^3), P(o^7|a^1, s^4), P(o^7|a^1, s^5), P(o^7|a^1, s^6), P(o^7|a^1, s^7),
\]

\[
P(o^7|a^1, s^8), P(o^7|a^1, s^9),
\]

...  

\[
P(o^7|a^2, s^1), P(o^7|a^2, s^2), P(o^7|a^2, s^3), P(o^7|a^2, s^4), P(o^7|a^2, s^5), P(o^7|a^2, s^6), P(o^7|a^2, s^7),
\]

\[
P(o^7|a^2, s^8), P(o^7|a^2, s^9),
\]

...  

\[
P(o^7|a^5, s^1), P(o^7|a^5, s^2), P(o^7|a^5, s^3), P(o^7|a^5, s^4), P(o^7|a^5, s^5), P(o^7|a^5, s^6), P(o^7|a^5, s^7),
\]

\[
P(o^7|a^5, s^8), P(o^7|a^5, s^9).
\]

Many observation probabilities are zeros, which indicate impossible observations. Let \( o^j = [\mathcal{C}_l] \) (1 \( \leq l \leq 5 \)). If \( \mathcal{C}_l = \sqrt[5]{\mathcal{C}_l} \) in \( \mathcal{S}^i \), then \( \forall k (P(o^j|a^k, s^i) = 0) \). The reason is that no action can be taken to make a student to ask a question about a concept that he/she already understands. The non-zero observation probabilities are first initialized by using training data, and then improved during system-user interactions.
4.8 Policy initialization

From (3.22), (3.20), (3.19), and (3.15), we can see that a policy is defined by the $V$ function, and the $V$ function is defined by $\mathcal{R}(s, a)$, $P(s'|s, a)$, and $P(o|a, s')$. The creation of $\mathcal{R}(s, a)$, $P(s'|s, a)$, and $P(o|a, s')$ is the primary task in policy initialization. $\mathcal{R}(s, a)$ is the expected reward after the agent takes $a$ in $s$. Since we define the reward function as $S \times A \rightarrow \mathbb{R}$ (see Eqn (4.2)), we have $\mathcal{R}(s, a) = \rho(s, a)$, policy initialization mainly involves creating $P(s'|s, a)$ and $P(o|a, s')$. We will see later that updating them is also the primary task in policy improvement.

$P(s'|s, a)$ is defined as

$$P(s'|s, a) = P(s_{t+1} = s'|s_t = s, a_t = a)$$  \hspace{1cm} (4.3)

where $t$ denotes a time step, and $s'$ is the new state at time step $t+1$. $P(o|a, s')$ is defined as

$$P(o|a, s') = P(o_{t+1} = o|a_t = a, s_{t+1} = s')$$  \hspace{1cm} (4.4)

where $t$ and $t+1$ are the same as (4.3).

To initialize $P(s'|s, a)$ and $P(o|a, s')$ for our algorithm, we create action sequences as training data. A sequence consists of system actions along with the states where the actions are taken, the student actions, and the new states. The data are represented as tuples:

$$... (\overset{s}{\cdot}t, a_t, o_t, \overset{s}{\cdot}t+1) (\overset{s}{\cdot}t+1, a_{t+1}, o_{t+1}, \overset{s}{\cdot}t+2)...$$  (4.5)

where the $a$ denoted a system action, and $o$ denotes a student action since the agent treats a student action as an observation.

Let $s$ be $\overset{s}{\cdot}t$, and $s'$ be $\overset{s}{\cdot}t+1$. $P(s'|s, a)$ can be initialized as

$$P(s'|s, a) = \frac{\text{Count}(\text{transition from } s \text{ to } s' \text{ when } a \text{ is taken in } s)}{\text{Count}(a \text{ is taken in } s)}.$$  \hspace{1cm} (4.6)

$P(o|a, s')$ can be initialized as

$$P(o|a, s') = \frac{\text{Count}(a \text{ is taken, } s' \text{ is perceived, and } o \text{ is observed})}{\text{Count}(a \text{ is taken and } s' \text{ is perceived})}.$$  \hspace{1cm} (4.7)
In (4.6) and (4.7) the counts and sum are from the training data in the form of (4.5). We use the Lidstone estimate [20] to deal with the data sparsity problem.

4.9 Policy execution

As we have seen that in the policy initialization, probabilities $P(s'|s,a)$ and $P(o|a,s')$ are assigned their initial values. After the initialization is completed, the agent can calculate $V$ for policy selection and evaluate the new belief state $b'$.

When the ITS starts to teach a new student, the belief state $b$ is initialized as $b_0 = (1/M, 1/M, ..., 1/M)$, where $M$ is the number of valid states. At the beginning, the agent has no information about the student’s study state. We thus assign equal probabilities to all the physical states. That is, $b(s^i) = 1/M$ for all the $i$.

The agent first greets the student. For example, in the sample system showed above, the agent takes $a^6$. After the greeting, the student asks a question. The agent treats the student action (question) as an observation $o$, and calculates the new belief state, using Eqns (3.11) and (3.13), which are repeated here for convenience:

$$P(o|a) = \sum_{s \in S} b(s) \sum_{s' \in S} P(s'|s,a)P(o|a,s'),$$

and

$$b'(s') = \sum_{s \in S} b(s)P(s'|s,a)P(z|a,s')/P(o|a).$$

The agent then calculates $V_p(s)$ for policy trees and physical states using Eqn (3.15):

$$V_p(s) = R(s,a) + \gamma \sum_{s' \in S} P(s'|s,a) \sum_{o \in O} P(o|a,s')V_p(o)(s').$$

And then the agent calculates $V_p(b)$ for the current belief state $b$ and chooses the optimal $\hat{p}$ to execute, using Eqns (3.18) and (3.22):

$$V_p(b) = \sum_{s \in S} b(s)V_p(s).$$
\[ \pi(b) = \hat{p} = \arg \max_{p \in P} V_p(b). \]

After the system action, the student takes another action, which is treated as an observation. The agent uses this observation, along with the probabilities of \( P(s'|s, a) \) and \( P(o|a, s') \), to evaluate the next belief state. Based on the belief state, it chooses the next optimal \( p \) to execute, and so on.

### 4.10 Policy improvement

Policy improvement updates \( P(s'|s, a) \) and \( P(o|a, s') \), so that belief states can model physical states better. The objective of policy improvement is to enable the agent to choose more understandable and more efficient answers to student questions.

In reinforcement learning, the learning agent improves its policy through the interaction with the environment, and the policy improvement is conducted when the agent applies the policy to solve problems.

In our technique, we use a delayed updating method for policy improvement. In this method, the current policy is fixed for a certain number of tutoring sessions. In the tutoring sessions, system and student actions are recorded. A tutoring session starts when the system greets the student and the student asks a question about a concept, and ends when the system answers a related question and the student indicates his/her understanding of the concept asked. After the tutoring sessions, while the policy continues to work, information about the recorded actions is processed, and the transition probabilities and observation probabilities are updated. When the improvement is completed, the updated probabilities replace the current ones and are used for choosing system actions, then they are updated again after a certain number of tutoring sessions, and so on.

The recorded data for policy improvement are sequences of tuples. In the tuples, we use \( a \) to denote a system action and \( o \) to denote a student action. The recorded
data are

\[ \ldots(\hat{s}_t, a_t, o_t, \hat{s}_{t+1})(\hat{s}_{t+1}, a_{t+1}, o_{t+1}, \hat{s}_{t+2}) \ldots \]  

(4.8)

where \( \hat{s}_i \) is the most probable physical state in \( b_i \) (\( i = 1, \ldots, t, t+1, \ldots \)) At time step \( i \), the agent believes that it is most likely in \( \hat{s}_i \). In the following, we call \( \hat{s} \) the believed physical state.

The recorded tuple sequences are modified for updating the probabilities. We modify believed physical state \( \hat{s}_{t+1} \) by using student action \( o_t \). Here we use tuple \((\hat{s}_t, a_t, o_t, \hat{s}_{t+1})\) to explain the modification. Assume \( o_t = [C_l] \), and the expression of \( \hat{s}_{t+1} \) is \((\ldots \sqrt{C_j} \sqrt{C_k} \neg C_l \ldots)\) where \( C_j \) and \( C_k \) are prerequisites of \( C_l \). That is, the student asks a question about \( C_l \), and to the agent, the student is in a study state of not understanding \( C_l \) but understanding \( C_j \) and \( C_k \). If in the subsequent tuples in the same recorded tutoring session there are student actions of \( o_{t+1} = [C_j] \) and \( o_{t+2} = [C_k] \), we modify the expression of \( \hat{s}_{t+1} \) into \((\ldots \neg C_j \neg C_k \neg C_l \ldots)\), which is for a state in which the student does not understand the three concepts. This is a different state. We thus modify the tuple into \((\hat{s}_t, a_t, o_t, \hat{s}_{t+1})\), where \( \hat{s}_{t+1} \) is the state represented by \((\ldots \neg C_j \neg C_k \neg C_l \ldots)\). In the following, we use \( \hat{s} \) for the states in the modified tuples.

After the modification, the tuple sequences for updating the probabilities become

\[ \ldots(\hat{s}_t, a_t, o_t, \hat{s}_{t+1})(\hat{s}_{t+1}, a_{t+1}, o_{t+1}, \hat{s}_{t+2}) \ldots \]  

(4.9)

From (4.9), we derive sequence

\[ \ldots(\hat{s}_t, a_t, \hat{s}_{t+1})(\hat{s}_{t+1}, a_{t+1}, \hat{s}_{t+2}) \ldots \]  

(4.10)

for updating \( P(s'|s, a) \), and derive sequence

\[ \ldots(a_t, o_t, \hat{s}_{t+1})(a_{t+1}, o_{t+1}, \hat{s}_{t+2}) \ldots \]  

(4.11)

for updating \( P(o|a, s') \).

\( P(s'|s, a) \) is updated as

\[ P(s'|s, a) = \frac{C_1}{C_2 + C_4} + \frac{C_3}{C_2 + C_4} \]  

(4.12)
where

- $C_1$ is the accumulated count of tuples $(s, a, s')$ in which $s = \hat{s}_t$, $a = a_t$ and $s' = \hat{s}_{t+1}$ in initialization and all the previous updates.

- $C_2$ is the accumulated count of tuples $(s, a, \ast)$ in which $s = \hat{s}_t$, $a = a_t$, and $\ast$ is any state in initialization and all the previous updates.

- $C_3$ is the count of tuples $(s, a, s')$ in which $s = \hat{s}_t$, $a = a_t$ and $s' = \hat{s}_{t+1}$, $a_t = a$ and $\hat{s}_{t+1} = s'$ in the current update.

- $C_4$ is the count of tuples $(s, a, \ast)$ in which $s = \hat{s}_t$, $a = a_t$, and $\ast$ is any state and $a_t = a$ in the current update.

$P(o|a, s')$ is updated in the same way.
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Experiments and Analysis of Results

5.1 Implementation

5.1.1 An overview

An experimental system is developed in C to implemented the technique. It is an ITS tutoring the basic level knowledge of software. Example concepts taught by the system are listed in Appendice A and B.

The ITS is designed as an interactive system: a student communicates with the ITS one at a time to ask questions and get answers. Every time, the student asks a question, the ITS answers the question. Based on the previous question/answer, the student may ask another question which could be a new one or to know a prerequisite for understanding a previous question. The ITS answers the new question, ... and so on, until the student finishes his questions.

In the ITS, the device used for student input is the keyboard, and the device for system output is the screen.
5.1.2 The system components

The main system components include an interpreter, an agent module, and a set of databases.

The interpreter parses and analyzes a student input, and identifies the concept asked if the input is a question.

The main databases are:

- The database of system actions: Most of the system actions are answers to student questions asking concepts. Human readable forms of the system actions can be found in Appendix A.

- The database of policy trees: This database contains the policy trees, grouped by the concepts they are used to answer/describe.

- The database of transition probabilities: This database contains state transition probabilities of $P(s'|s,a)$. The probabilities are updated in each delayed update.

- The database of observation probabilities: This database contains observation probabilities of $P(o|a,s')$. The probabilities are updated in each delayed update.

- The database of rewards: This database contains rewards of $\mathcal{R}(s,a)$.

The agent module performs the functionality of the learning agent. It accesses the databases to make decisions, and responds to the students. It also updates the databases to improve the teaching strategy.

5.1.3 Policy creation, execution and update

In our tutoring system, we use policy trees to simplify the POMDP decision process in order to find the optimal policy. With a policy tree, the system takes actions from top (root node) to bottom depending on the observations (student actions) at each node. For each concept, we define a set of policy trees in order to answer the student
questions about the concept. For each question \( C_i \), its direct prerequisite is \( C_{i-1} \), a policy tree \( p \) is defined with \( C_{i-1} \) as root at top.

A policy consists of the policy trees, transition probabilities \( P(s'|s, a) \), observation probabilities \( P(o|a, s') \), and rewards \( R(s, a) \). In order to solve a problem, for different belief state \( b \), we calculate the \( V \) function of \( P(s'|s, a) \), \( P(o|a, s') \) and \( R(s, a) \) to choose different policy trees.

The initial policy is created by using on (4.5), (4.6) and (4.7). The database values are initialized.

The belief state \( b \) is initialized with equal probabilities to all the physical states. A global variable is used to store the current belief state.

Before the agent takes an action, it accesses the value of the \( b \) variable, accesses the databases of \( P(s'|s, a) \), \( P(o|a, s') \) and \( R(s, a) \), and calculates (3.17), (3.18) and (3.22) to get the optimal \( \hat{p} \) for the system to take action. When the student sees the system action, the student takes another action \( o' \). With the observation \( o' \), the agent accesses the databases of \( P(s'|s, a) \), \( P(o|a, s') \), and \( R(s, a) \) to calculate (3.11) and (3.13) to get next belief state \( b' \), and then choose the next \( \hat{p} \), and so on.

The agent improves the policy interactively with delayed updating method. For our ITS system, to update the policy is to update both transition probabilities \( P(s'|s, a) \) and observation probabilities \( P(o|a, s') \). The agent calculates (4.12) to get new values of both \( P(s'|s, a) \) and \( P(o|a, s') \). Then the two databases of the probabilities are updated.

### 5.2 Experiment Design

We use a two-sample \( t \)-test method to evaluate how well the optimized teaching strategy can improve the teaching performance of an ITS. The test method is the independent-samples \( t \)-test. In the following, we first briefly describe the experimental design.
We partition the experiment participants into two groups: Group 1 and Group 2. The participants in Group 1 study with the ITS when the optimized teaching strategy is not used, while the participants in Group 2 study with the ITS when the optimized teaching strategy is used for choosing answers to questions.

In the experiment, the performance parameter is the *rejection rate* of system actions. In a tutoring session, a student asks a question about a concept, the system takes actions to answer the question directly or explain some prerequisites of the concept, the student may ask about a prerequisite concept for understanding the concept, the system may answer the second question and so on, until the student understands the concept in question. In the example in Figure 4.2, actions from \( m_1 \) through \( h_4 \) form a tutoring session.

A tutoring session is a sequence of \((a, o)\) pairs where \( a \) is a system action and \( o \) is a student action following \( a \). Assume \( a = \{C_l\} \), and \( o = [C_k] \). If \( C_k \) is a prerequisite of \( C_l \), we say that the system action \( a \) is rejected by the student. In the example in Figure 4.2, system action \( m_2 \) is rejected by \( h_2 \). A system action may also be rejected explicitly when the student says “I already know this”.

*Rejection rate* is defined as

\[
\text{rejection rate} = \frac{\text{number of system actions rejected in the tutoring session}}{\text{total number of system actions in the tutoring session}}. \tag{5.1}
\]

For each participant, we calculate the mean rejection rate. For the two groups, we calculate means \( \bar{X}_1 \) and \( \bar{X}_2 \). Sample mean \( \bar{X}_1 \) is used to represent population mean \( \mu_1 \). and \( \bar{X}_2 \) represents \( \mu_2 \). We must determine if the difference between the sample means reflects sampling error before we make the decision.

The alternative hypothesis is:

\[
H_a : \mu_1 - \mu_2 \neq 0
\]

\( H_a \) implies the means from the two groups represent different populations. That is, the optimized teaching strategy changes the teaching performance of the ITS by reducing the rejection rate.
The null hypothesis is

\[ H_0 : \mu_1 - \mu_2 = 0 \]

\( H_0 \) implies both samples represent the same population. That is, the optimized teaching strategy does not change the teaching performance.

In order to test \( H_0 \), we use \( t_{\text{obt}} \) to determinate where the difference between means lies on this sampling distribution. First, we estimate population variance \( s^2_i \) for each group

\[ s^2_i = \frac{\sum X^2 - (\sum X)^2}{n - 1}, \quad (5.2) \]

where \( i \) is 1 or 2, \( n \) is the number of rates in a group, and \( X \) is a rejection rate in that group. (One rate is for a participant.) In this way, we can get \( s^2_1 \) and \( s^2_2 \), each is an estimate of the population variance.

Based on \( s^2_1 \) and \( s^2_2 \), we calculate the pooled variance:

\[ s^2_{\text{pool}} = \frac{(n_1 - 1)s^2_1 + (n_2 - 1)s^2_2}{(n_1 - 1) + (n_2 - 1)}, \quad (5.3) \]

where \( n_1 \) is the number of rates in Group 1 and \( n_2 \) is the number of rates in Group 2.

Using the pooled variance, we calculate the standard error of the difference:

\[ s_{\bar{X}_1 - \bar{X}_2} = \sqrt{(s^2_{\text{pool}})(\frac{1}{n_1} + \frac{1}{n_2})} \quad (5.4) \]

Next, we calculate the independent-samples \( t_{\text{obt}} \)

\[ t_{\text{obt}} = \frac{(\bar{X}_1 - \bar{X}_2) - (\mu_1 - \mu_2)}{s_{\bar{X}_1 - \bar{X}_2}}, \quad (5.5) \]

where \( \bar{X}_1 \) and \( \bar{X}_2 \) are our sample means, \( s_{\bar{X}_1 - \bar{X}_2} \) is computed as (5.4), and the value of \( \mu_1 - \mu_2 \) is the difference specified by the null hypothesis. This value is always 0.

In order to determine if \( t_{\text{obt}} \) is significant, we can compare it with \( t_{\text{crit}} \). \( t_{\text{crit}} \) can be looked up from a \( t \)-table by using the degrees of freedom:

\[ bf = (n_1 - 1) + (n_2 - 1), \quad (5.6) \]

where \( n_1 \) and \( n_2 \) are the numbers of participants (i.e. numbers of rejection rates) in the two groups.
Finally, we compare \( t_{\text{obt}} \) and \( t_{\text{crit}} \). If \( t_{\text{obt}} \) is within the range defined by \( t_{\text{crit}} \), we accept \( H_0 \) and reject \( H_a \). If \( t_{\text{obt}} \) is outside the range defined by \( t_{\text{crit}} \), we accept \( H_a \) and reject \( H_0 \).

5.3 Experiments

In our experiment, there were totally 30 participants (called students in the following), divided randomly into two groups of equal sizes. The participants are ordinary people who know how to use a computer and some application programs like Web browser, MS office, etc. but do not have formal training in software development and did not take a course on software.

Each participant studies with the ITS for approximately 45 minutes, asking questions by typing and seeing the answers on the screen.

Group 1 was tested without the improved teaching strategy. When the ITS taught a student, POMDP was running and calculated the new belief state after each system action. The belief states are used to get \( \hat{s} \) in the recorded data for updating the probabilities. The choice of starting point to answer a question is random. That is, to answer a question about a concept, the system randomly choose a prerequisites of the concept in question, or directly explains the concept. The initialized probabilities are fixed, not updated. The student and system actions are recorded. Later they are read to improve the teaching strategy.

Group 2 was tested with the improved teaching strategy. To answer a question, the system uses the improved strategy. The system continues to improve the strategy using the delayed update method. At the beginning of teaching a student, the strategy is initialized as the one improved by using the Group 1 data.

The system performance is measured in terms of the rate of system actions rejected by the students. The raw experimental data (recorded rejection rates) of the participants in the two groups are listed in Table 5.1.
Table 5.1: Rejection rates of Group 1 and Group 2 participants.

<table>
<thead>
<tr>
<th>Student</th>
<th>Group 1 Rejection Rate</th>
<th>Student</th>
<th>Group 2 Rejection Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.4286</td>
<td>1</td>
<td>0.2143</td>
</tr>
<tr>
<td>2</td>
<td>0.6429</td>
<td>2</td>
<td>0.0714</td>
</tr>
<tr>
<td>3</td>
<td>0.5172</td>
<td>3</td>
<td>0.3571</td>
</tr>
<tr>
<td>4</td>
<td>0.5714</td>
<td>4</td>
<td>0.2143</td>
</tr>
<tr>
<td>5</td>
<td>0.4286</td>
<td>5</td>
<td>0.3571</td>
</tr>
<tr>
<td>6</td>
<td>0.5812</td>
<td>6</td>
<td>0.4286</td>
</tr>
<tr>
<td>7</td>
<td>0.5201</td>
<td>7</td>
<td>0.2123</td>
</tr>
<tr>
<td>8</td>
<td>0.6429</td>
<td>8</td>
<td>0.2453</td>
</tr>
<tr>
<td>9</td>
<td>0.6206</td>
<td>9</td>
<td>0.0714</td>
</tr>
<tr>
<td>10</td>
<td>0.8571</td>
<td>10</td>
<td>0.2571</td>
</tr>
<tr>
<td>11</td>
<td>0.7857</td>
<td>11</td>
<td>0.2857</td>
</tr>
<tr>
<td>12</td>
<td>0.7143</td>
<td>12</td>
<td>0.0833</td>
</tr>
<tr>
<td>13</td>
<td>0.6222</td>
<td>13</td>
<td>0.2711</td>
</tr>
<tr>
<td>14</td>
<td>0.5871</td>
<td>14</td>
<td>0.2144</td>
</tr>
<tr>
<td>15</td>
<td>0.4286</td>
<td>15</td>
<td>0.1429</td>
</tr>
<tr>
<td>Ave</td>
<td>0.5966</td>
<td></td>
<td>0.2284</td>
</tr>
</tbody>
</table>
### Table 5.2: Number of participants, mean and estimated variance of each group.

<table>
<thead>
<tr>
<th></th>
<th>Group 1</th>
<th>Group 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of participants</td>
<td>$n_1 = 15$</td>
<td>$n_2 = 15$</td>
</tr>
<tr>
<td>Mean details recalled</td>
<td>$\bar{X}_1 = 0.5966$</td>
<td>$\bar{X}_2 = 0.2284$</td>
</tr>
<tr>
<td>Estimated variance</td>
<td>$s^2_1 = 0.0158$</td>
<td>$s^2_1 = 0.0113$</td>
</tr>
</tbody>
</table>

### 5.4 Result Analysis

To analyze the data, we first calculate the means, and use Eqn (5.2) to get $s^2_1$ and $s^2_2$, each is an estimate of the population variance: $s^2_1 = 0.0158$, $s^2_2 = 0.0113$. The means and estimated variances of the two groups are listed in Table 5.2.

Next, we calculate pooled variance based on Eqn (5.3) and get $s^2_{pool} = 0.0135$.

Then by using $s^2_{pool}$, based on Eqn (5.4), we calculate the standard error of the sampling distribution, called standard error of the difference, which is $s_{\bar{X}_1 - \bar{X}_2} = 0.0424$. Standard error of the difference estimates the difference between the two means.

Finally, based on Eqn (5.5), we calculate $t_{obt}$ and get $t_{obt} = 8.6690$.

In our experiment, $n_1 = 15$ and $n_2 = 15$, thus $df = (15 - 1) + (15 - 1) = 28$. With alpha at 0.05, the two-tailed $t_{crit}$ is 2.0484.

Figure 5.1 shows us the values on the sampling distribution of the difference. As $t_{obt} = 8.6690$, it is far beyond the non-reject region, so we can reject $H_0$ and accept $H_a$, which indicates that the difference between the two means is significant.

The experimental result suggested that by using the optimized teaching strategy, the rejection rate has been reduced from 0.5966 to 0.2284.
Figure 5.1: $H_0$ sampling distribution of differences between means when $\mu_1 - \mu_2 = 0$
Chapter 6

Conclusion

6.1 Major contributions

In responding student questions, an ITS should choose answers based on the student’s study states, particularly what the student understands and what the student does not understand. However, in practical applications, an ITS does not always have the exact information about a student’s study states. In this research, we develop a new technique on the basis of partially observable Markov decision process (POMDP), to address this issue. The technique enables an ITS to choose the best possible answers to student questions when information about a student’s study states is partial and incomplete. The experiment has showed that the technique can remarkably improve an ITS’s teaching performance.

In addition, we create a new architecture for building an ITS. In the architecture, states are defined in terms of the important concepts in the subject taught by the ITS. Defined in this way, the states are Markovian, and are suitable for COMDP and POMDP. Also, a state contains the most important information about the student. The system can obtain the information locally in choosing a right answer to a student question.
6.2 Future work

There is a big room for further improvement. Firstly, system parameters need to be adjusted for better performance, for example, the reward values. Secondly, in the current technique, there is only one agent. In the future work, we can extend the algorithm into a multi-agent reinforcement learning (MARL) algorithm. For example, we can develop a two-agent algorithm, in which there is a system agent and a user agent, the two agents share the same state space. The system agent is responsible for optimizing the teaching strategy and applying the strategy. The user agent models the user behavior and applies the information about the user behavior for disambiguating user input.
Appendix A

Example Concepts in Basic Level Software Tutoring

UML is an acronym for Unified Modeling Language, a widely accepted standard incorporating object orientation concepts.

Object orientation is a complete conceptual framework that covers the entire life-cycle of an IT project.

Objects are model elements that represent instances of a class or of classes.

The class diagram is used both for general conceptual modelling of the systematics of the application, and for detailed modelling translating the models into programming code.

A Link is the basic relationship among objects.

Composition represents whole-part relationships and is a form of aggregation.

Generalization is that any instance of the subtype is also an instance of the superclass.

An association specifies a semantic relationship that can occur between typed instances.

Aggregation is an association that represents a part-whole or part-of relationship.

Composite aggregation is a strong form of aggregation that requires a part instance...
be included in at most one composite at a time.

A realization relationship is a relationship between two model elements.

Dependency is a weaker form of relationship which indicates that one class depends on another because it uses it at some point in time.

A multiplicity specification is a subset of the open set of non-negative integers.

Boundary classes handle the communication between actors and the system’s internal components.

Entity classes model the information handled by the system.

Control classes handle the flow of control for a use-case and can therefore be seen as co-ordinating representation classes.

Polymorphism means the ability to take on many forms.

A use case is a use to which the system will be put that produces an observable result and usually provides value to one or more entities that interact with the system.

A business use case is an interaction with a business system.

A system use case is an interaction with an IT system.

Class is a user define data type.

Data type is generic to all programming paradigm.

Attributes are structural features of classes and data types.

Associations are structural relationships between classes that describe sets of links between objects.

Constraints are conditions or restrictions expressed in a natural or in a machine-readable language that extend the basic semantics of the model implied from the definition of the modeling language.

Queries provide a means to identify a piece of the entire object space of the running system according to certain matching criteria, and return a collection of tuples of objects and data values as a result.

Operations are behavioral features of classifiers that specify services that can be requested from the classifiers instances.
Methods can be specified in a detail level language that is supported by the implementation of the profile.

A state machine is a software engineering concept for modeling event-driven behavior of different kinds of entities.

Collaborations represent the vehicle for sketching, designing, illustrating, and documenting the structure of collaborating entities and their communication paths, along with the way they communicate in order to accomplish a certain common task.

Interactions are behavioral elements that describe or specify how participants in a collaboration communicate by exchanging messages.

A command is a class whose objects represent requests for a service from the system, issued interactively from the GUI or from outer systems interoperating with the given system.

A programming paradigm is a fundamental style of computer programming. There are four main paradigms: imperative, functional, object-oriented, and logic programming.

Imperative programming is a programming paradigm that describes computation in terms of statements that change a program state.

Object-oriented programming (OOP) is a programming paradigm that represents concepts as “objects” that have data fields (attributes that describe the object) and associated procedures known as methods.

Logic programming is one of the programming paradigms, its theory of computation is based on first order logic.

Functional programming is a programming paradigm that treats computation as the evaluation of mathematical functions and avoids state and mutable data.

Development tool is a program or application that software developers use to create, debug, maintain, or otherwise support other programs and applications.

Development environment refers to a server tier designated to a specific stage in a release process.
Local is a developer’s desktop/workstation.

Virtual Machine is hosted on developers desktop or possibly development server.

Development server is a sandbox.

Integration, or continuous integration, builds target, or for developer testing of side effects

Test/QA is for functional, performance testing, Quality Assurance etc.

UAT stands for User acceptance testing.

Stage/Pre-production is the mirror of production environment.

Production/Live serves end-users/clients

Debugging is a methodical process of finding and reducing the number of bugs, or defects, in a computer program or a piece of electronic hardware, thus making it behave as expected.

Anti-debugging is the implementation of one or more techniques within computer code that hinders attempts at reverse engineering or debugging a target process.

A debugger or debugging tool is a computer program that is used to test and debug other programs (the "target" program).

An algorithm is a step-by-step procedure for calculations in mathematics and computer science.

Computer algorithm is basically an instance of logic written in software by software developers to be effective for the intended "target" computer(s) for the target machines to produce output from given input (perhaps null).

A computer is a restricted type of machine, a discrete deterministic mechanical device that blindly follows its instructions.

Computer language is a simulation of an algorithm.

A programming language is an artificial language designed to communicate instructions to a machine, particularly a computer.

The syntax of a computer language is the set of rules that defines the combinations of symbols that are considered to be a correctly structured document or fragment in
that language.

Semantics refers to the meaning of languages.

The static semantics defines restrictions on the structure of valid texts that are hard or impossible to express in standard syntactic formalisms.

The dynamic semantics of a language defines how and when the various constructs of a language should produce a program behavior.

A type system defines how a programming language classifies values and expressions into types, how it can manipulate those types and how they interact.

A flowchart is a type of diagram that represents an algorithm or process, showing the steps as boxes of various kinds, and their order by connecting them with arrows.

A use case diagram provides a graphical overview of the functionality of a system.

An activity diagram is used to show a business or software process as a work flow through a series of actions.

A sequence diagram is used to show the sequence of interactions between classes, components, subsystems, or actors.

A class diagram is a type of static structure diagram that describes the structure of a system by showing the system’s classes, their attributes, operations (or methods), and the relationships among the classes.

A logical class diagram shows that the member classifiers and packages are contained within the package.

A UML class diagram is to express the static relationship between classes, interfaces, and other components of a software system.
Appendix B

Concepts in the Example in the Text

A binary digit is 0 or 1.

A bit is the smallest unit of information on a computer. It can hold one of two values: 0 or 1.

A byte consists of eight consecutive bits.

Data represents information, stored on a computer as bits or bytes.

A computer file is a collection of data, which has a name.

An instruction is used to describe a rudimentary programming command.

In a machine language, each instruction is represented as binary digits.

An assembly language has the same structure and set of instructions as a machine language, with the instructions represented by names.

A high-level language is independent of any particular type of computer, and is closer to human languages than assembly languages.

A query language is a high-level language for requesting data.

A program is a sequence of instructions, for performing a specified task with a computer.

An application program is a program developed to performing a specific function
directly for the user.

A database is a collection of interrelated data files, along with a set of application programs written in a query language.
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