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The ill-effects of stress due to fatigue significantly impact the welfare of individuals and consequently impact overall corporate productivity. This study introduces a simplified model of stress in the workplace using agent-based simulation. This study represents a novel contribution to the field of evolutionary computation. Agents are encoded initially using a String Representation and later expanded to multi-state Binary Decision Automata to choose between work on a base task, special project or rest. Training occurs by agents inaccurately mimicking behaviour of highly productive mentors. Stress is accumulated through working long hours thereby decreasing productivity performance of an agent. Lowest productivity agents are fired or retrained. The String representation for agents demonstrated near average performance attributed to the normally distributed tasks assigned to the string. The BDA representation was found to be highly adaptive, responding robustly to parameter changes. By reducing the number of simplifications for the model, a more accurate representation of the real world can be achieved.
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Chapter 1

Introduction

The impact of stress on an individual and the associated ill-effects are ubiquitous. The negative effects of stress on an employee have a substantial impact on productivity loss. The Canadian Government recently released its first national mental health strategy to address the growing prevalence of this issue in Canadian society [58]. This strategy acknowledged that the impact of mental health illnesses cannot be addressed through treatment alone and must also be mitigated through healthy lifestyles including through work-life balance. This study is the first of its kind to examine the effects of fatigue and overwork as potential contributing factors to the overall stress of individuals within an organization using evolutionary agent-based techniques framed as a game that models employee behaviour. Furthermore, it attempts to establish a framework and the necessary technology for future research into the predictive modelling of stress. The model is built on the results of qualitative and quantitative social-science and health research to encode maximum hours worked, differentiated response, and the impact of the compounding effects of stress on individuals.

The productivity loss due to stress related ill-being translates into a sizeable loss of potential revenue for corporations [33, 55]. The well-being of an individual is seen as the fulfilment of five distinct factors: career well-being, social well-being, financial well-being, physical well-being and community well-being [73]. These five core aspects
of well-being are reviewed in depth in a series of studies conducted by Dr. Jim Harter from Gallup’s workplace management practice [73]. Career well-being is seen as how much an individual enjoys their time spent at work each day, feeling appreciated as an employee and feeling a sense of pride and appreciation when speaking about one’s employer [73]. Social well-being is considered as having strong relationships and love in one’s life, including having a support system to rely on when encountering problems in life [73]. Financial well-being is perceived as the effective management of one’s economic life prudently, being aware of costs and in control of expenditures [73]. Physical well-being is described as having good health and additionally having enough energy to get tasks done on a daily basis [73]. Finally, community well-being is the sense of engagement one has with the area in which they live [73]. In the United States amongst individuals with the lowest well-being, the costs associated with productivity loss were found to be $28,800 USD annually per employee [62]. When investigating the economic impact of fatigue alone the costs to corporations are still significant. Rosekind et al. tested 4188 employees at four US corporations and found that fatigue-related productivity losses were approximately $1967 per employee each year [55]. While the exact financial impact of stress and fatigue on individuals varied depending on the definitions and parameters used in the study, the research consistently found a measurable negative correlation between stress and fatigue and the associated economic cost to organizations. These studies demonstrate the economic significance of this research area.

The majority of research on the impact of stress on an individual over the last few decades has been conducted from a medical or psychological perspective. The ill effects of stress range from obesity [10,37], to sleeplessness [1], and heart disease [44,64]. Stress is a significant contributor to employee ill-being and has many adverse effects on an individual [70,71]. In 2009, Marcra et al. established a link between mental fatigue and impairment of physical performance in humans [71]. A statistically significant correlation between the psycho-biological state of mental fatigue and the negative impact on physical
and cognitive efforts was determined when testing people under controlled conditions [71]. Lupien et al. conducted research on the effects of stress on behaviour and cognition [70]. Findings included that exposure to chronic stress negatively impacted the brain’s development capabilities. Fevere et al. allege that approximately 27 per cent of adults in Europe experience at least one form of mental ill-health in any given year [50]. Moreover, depression is on track to become the highest ranking cause of disease in the developed world by 2020 [59]. The findings of these researchers contributed to the structure of the model tested in this study, including the incorporation of diminishing agent productivity as stress levels increase and fatigue sets in.

Stress is defined as the physiological or psychological response of the body to any given stressor, real or perceived [69]. Stressors are deemed to be any external, chemical, biological or environmental demand placed on an organism that prompts a response. Depending on the nature of a given stressor, an individual may have a positive or negative response [45]. Minimizing the negative stress (distress) and maximizing the positive stress (eustress) on an individual can yield optimal work performance from an individual [80]. The impact of stress on work performance has been studied by psychologists Robert Yerkes and John Dodson. Their research led to the creation of the Yerkes-Dodson law which is an empirical relationship between stress and performance in an attempt to obtain optimal performance from an individual [80]. This law states that individual performance increases with physiological or psychological eustress to a unique maximum for each individual. If the maximum is exceeded, performance begins to decrease. This law is often depicted as a normally distributed curve on a graph and is commonly referred to as the pressure performance curve as seen in Figure 1.1.

The well-being of individuals at work is increasingly being recognized by governments and employers as important to the overall profitability of organizations and gross domestic product of nations [34]. Consequently, both governments and employers are investigating and implementing strategies to mitigate the ill-effects of work, including
stress, on individual employees [58]. Organizations are developing business cases that quantify the economic benefit of an employee’s well-being, accounting for the loss of productivity and revenue due to the ill-being of employees [62].

There has been significant qualitative research over the last few decades in an attempt to optimize employee well-being [67] and demonstrate the importance of work-life balance [38, 52, 74]. Barsh, Cranston and Lewis’ qualitative research on centred leadership in the workplace found a correlation of employee fatigue to productivity; establishing that employees with more rest, namely the relief of stress, attained higher productivity and were more effective at problem solving [12]. In the 1980’s, A.F. Sanders attempted to establish a model of stress and human performance. Sanders concluded that “performance measures are not proper indicants for stress” and “performance measures are only needed as a control measure, ascertaining that sufficient effort is allocated to keep performance at an optimum” [67]. These results led to the embedding of the notion of
minimum productivity required to not get fired in the model tested.

In designing the model some simplifications were necessary to establish a preliminary framework to mathematically model stress using computational intelligence. The following is the overall layout of this study: Chapter 2 provides the necessary background and context for the research. Chapter 3 is a presentation of the preliminary trinary String representation agents, the first attempt at modelling stress in the workplace. Chapter 4 contains a revised agent encoding, replacing the String representation with Binary Decision Automata to improve the adaptability of agent behaviour. Chapter 5 presents the enhanced Binary Decision Automata model which further reduces the number of simplifications in the model. Chapter 6 provides further mathematical review of the near average performance of the String representation. Chapter 7 outlines the conclusions and possibilities for future research.
Chapter 2

Evolutionary Computation

The mathematical and computational concepts that were utilized throughout this work are outlined and analyzed below. First, evolutionary algorithms, a subset of evolutionary computation, are explained followed by an outline of the notions of evolutionary fitness and agent representation with relevance to the social aspect of modelling stress and a description of the encodings used for this model. Evolutionary algorithms were selected to conduct the agent-based modelling for this research because the population sizes used for realistic tests are small enough that a plausible global behaviour is unlikely to be established. Other forms of mathematics such as differential equations may be useful to investigate global behaviour for large population sizes such as in finance for risk analysis [14] and epidemiology for disease transmission [40].

2.1 Evolutionary Computation History

Evolutionary algorithms are a subset of the field of evolutionary computation. There have been many founders of different components of Evolutionary Computation, however no single person has been credited with the discovery of this field. The origins of the discipline began in the late 1950’s and early 1960’s with G.E.P. Box who looked at increasing industrial productivity with evolutionary operations [15]; R.M. Friedberg researched learning machines for IBM [35,36]; and H.J. Bremermann investigated opti-
mization through evolution [16]. Following this foundational research, the field remained predominately unknown for several decades until computational processing capabilities were increased. In the 1970’s, three distinct approaches of evolutionary computation were established and co-evolved together shaping the field today. These approaches are genetic algorithms, evolutionary programming, and evolution strategies.

Genetic algorithms were initially invented by John Holland [41] as a means of mimicking Darwinian evolution to solve optimization problems. These algorithms are established as heuristics which in turn are used to speed up the iterative process used to attain a solution for a given problem. Evolutionary programming was discovered by Lawrence Fogel [31] as a means of creating artificial intelligence. Fogel’s intent was to take finite state machines (FSM) to encode behaviour into Boolean predictions driven by input and output states. Evolution strategies were developed by Ingo Rechenberg [43] and Hans-Paul Schwefel [68] and were designed to solve discrete and continuous parameter optimization problems. The aforementioned authors have all made significant contributions to the field of evolutionary computation and enabled the design of modern day evolutionary algorithms [3]. Evolutionary algorithms are utilized today in a broad spectrum of fields ranging from cellular automata in bioinformatics [25,30,76], structural design in engineering [24,28,81], modelling game theory in economics [2,13,17], molecular design in chemistry [46,61], algorithm optimization in computer science [39,54], optimizing manufacturing processes [24,60], multi-objective optimization problems in mathematics [32,53], and quantum mechanics and computing in physics [57,66,72].

2.2 Evolutionary Algorithms

Evolutionary algorithms are meta-heuristic optimization algorithms that use the concepts of natural selection and biological evolution to arrive at possible solutions for optimization problems [11,26,29]. A candidate solution is a member of the set of all
possible solutions to a given problem. These candidate solutions act as agents (individu-
als) in the population. The overall structure of evolutionary algorithms remains relatively similar throughout different applications. In terms of pseudo code, the general approach is:

| Initialize a random population of individuals |
| Establish and evaluate the fitness of each individual |
| REPEAT |
| Select the most-fit individuals for reproduction (SELECTION) |
| Generate new offspring through mutation and crossover (MUTATION) |
| Evaluate the fitness of offspring (EVALUATION) |
| Replace least-fit population with offspring (REPLACEMENT) |

UNTIL EXIT CRITERIA

Figure 2.1: The standard structure of an evolutionary algorithm.

The above generalized approach is the same that is applied to the model used in this research. Two fundamental concepts typically outline the overall performance of evolutionary algorithms: representation and the fitness function [3]. The components of genetic algorithms are described below.

2.2.1 Population

The population in an evolutionary algorithm is the collection of possible solutions for a specific problem [11]. Each solution is represented by an individual in the population. The role of the population is to provide individuals for the mating and creation of offspring to allow a computational search to take place [3]. While population size can be varied for all problems, choosing a suitable size enables a more appropriate representation of solutions. This is due to the fact that ‘small’ population sizes can potentially lead to poor solutions [9, 51, 78] and ‘large’ populations require more computational effort and consequently time and may not produce a more optimal result [48, 78]. Therefore
there is a trade-off between time required to reach the solution and computational effort. The goal is then to establish an algorithm that runs quickly and provides a sufficiently accurate result for the outlined problem.

The population used in this model represents the collection of individual employees. Consequently the population can be viewed as the staff of the company for which an employee works. Thus metrics such as overall productivity and stress for the organization are ideally to be maximized and minimized, respectively. It should be noted that only overall productivity is explicitly coded into the model to be maximized. In order to accomplish this, the collection of candidate solutions (individuals) needs to be evolved to locate good solutions. While stress for individuals should ideally be minimized, it is possible that a candidate solution may contain high stress. Consequently, a good solution for the stress problem outlined in this model is an individual that has optimally low stress and high productivity.

2.2.2 Individual

The individuals in a population are the unique data structures that portray elements of the given problem’s solution space [75]. Biologically speaking, individuals are the elements within the algorithm that contain a chromosome or gene that represent one possible solution. Typically a gene is established similar to the string structure that DNA is encoded with, however instead of using CGAT as representative characters in each loci (position), a binary representation is used. This means that for each position in the string, a value of 0 or 1 could exist. The values that can exist at any given loci will be discussed later as these are problem specific and refer more to the representation. In the case of the research developed in this thesis, values of 0, 1, and 2 are possible. The data structure of the individual is not limited to a string and can take on more complex forms such as finite state machines or artificial neural networks.

The data structure that the individual represents varies depending on the problem.
For any given individual in the population, the data structure will also outline a specific solution for the problem. The data structure that encodes an individual’s behaviour is referred to as the representation for evolutionary algorithms.

### 2.2.3 Representation

A significant component of an evolutionary algorithm is the representation used [3,63] as depending on the nature of the problem, the outcome can be determined by the chosen representation [5]. There are many different types of representation such as arrays, strings, tree structures, neural nets and finite state machines. A representation is used to encode a specific problem, mapping the real world to one that can be calculated within a computer program. Additionally, how the representation is designed and encoded has a dramatic outcome on the ability of the algorithm to effectively establish candidate solutions and ultimately its ability to search the solution space [22].

Two different representations were explored in the development of this model. As the application of evolutionary algorithms to the modelling of stress is new, a simple representation was selected for the initial modelling followed by a more enhanced model. A trinary String representation was selected due to its simple structure and ease of incorporation to establish the framework for an employee. The use of Binary Decision Automata (BDA) was then employed to expand on the cognitive and adaptive capabilities of the modelled employees. This was done through establishing multiple states for each BDA and mutating the states to create variations in the structure. Examples and further information regarding the encoding of the string representation and the BDA are provided in Section 2.4 and 2.5 respectively.

### 2.2.4 Mutation & Variation Operators

Stochasticity is introduced into the model by the inclusion of mutation through variation operators [29]. The mutation acts on the individual’s data structure to alter a randomly
selected component to allow for genetic diversity. Ultimately, it is variation that allows for the implementation of Darwinian evolution into the algorithm. The mutation acts on the individuals within the population after reproduction has taken place. When two selected individuals from the population mate, offspring are created representing a new individual in the population. This new individual will have adopted traits from both parents but how these traits are selected is dependent on the type of crossover that takes place. Crossover is the method by which offspring inherit the genes from their parents and consists of the exchange of structures between individuals [3,30]. This exchange of information can be seen as a binary variation to the data structure itself [3]. In this model inaccurate replication of a mentor’s behaviour pattern is used instead of crossover. In this study, crossover was not used as the training of individuals was meant to mimic one individual learning from another. This is carried out through the inaccurate mimicking of the behavioural patterns (by copying the data structure) of successful individuals in the organization (population). A mentor is selected to train an under-performing individual at which time the trainee will adopt the mentor’s actions and work patterns. It then applies mutation to account for the inaccuracies of mimicking one’s behaviour.

On the creation of the offspring, probabilistic mutation is applied to allow for diversity in the new gene’s structure. The mutation represents a unary change to an individual structure as it only affects a single locus in the data structure’s gene. In this model, for both the string representation and the BDA’s, the value $\mu$ denotes the probability that at a single locus in the genetic structure of the agent will mutate. As with representation, there are many types of mutation and variation operators that ultimately affect the outcome of the algorithm and its ability to arrive at a solution.

\subsection{2.2.5 Fitness Function}

The measure by which a population is evaluated in an evolutionary algorithm is known as the \textit{fitness function}. A fitness function tests an individual in the population and
assigns a quality measure to that individual and its genotype [3]. The fitness function is established from the requirements outlined in the problem by which an individual and population must adapt. It provides and mathematically defines the notion of improvement for individuals whether this be maximization or minimization.

The collection of benchmarked candidate solutions obtained from the range of the fitness function is known as the fitness landscape. The fitness landscape is the graph, over the space of all the genes, of the fitness value. The population picks out a subset of the fitness landscape and allows for a visualization of the relationship that exists between a candidate solution and its position amongst all possible solutions [3,30]. Much like the graph of a function, a fitness landscape will have peaks and valleys. If many peaks and valleys occur for a problem, the smaller values (in relation to each other) are known as local optima for the problem and the larger values are known as global optima [3,30]. Consequently, if high fitness is required for the problem (maximization) then the smaller peaks are local optima and highest peaks are global optima. If low fitness is required, then the lowest points would be the global optima and values higher would be local optima. The measure of fitness for any problem will depend on the representation chosen for the individuals.

The fitness function in this model is the test of productivity for a given corporation. A certain minimum level of productivity is set in the model which must be achieved by an employee so as to maintain employment. This establishes a measurable test by which the employees can be compared. Successful individuals will have high productivity and unsuccessful individuals will have low productivity. Consequently, the test for the fitness function is to maximize the productivity of individuals and establish which agents are successful. Ultimately the goal of any fitness function is not only to establish an optimal solution but also to calculate these solutions as quickly as possible since evolutionary algorithms must be run for numerous iterations to generate any non-trivial results.
2.2.6 Exit Criteria & Termination Condition

Most problems will have many local optima and potentially global optima. This is due to an evolutionary algorithm enumerating all possible solutions within the time set for the problem. This time period might be a certain number of iterations of the algorithm or could be when a certain initialized value is reached for fitness. These conditions are known as the termination condition or exit criteria for the algorithm [3, 11, 26]. As evolutionary algorithms are stochastic, there is no guarantee that the candidate solutions generated are in fact an optimum for the problem. This can cause a problem as the algorithm may never stop if the condition is set to obtain a certain value. Thus, there are several commonly used options for termination conditions and exit criteria [11, 26]:

1. There is a maximum allowable time for CPU processing.
2. There is a limit to the total number of fitness evaluations conducted.
3. In a specific period of time (i.e. a certain number of generations or fitness evaluations), the improvement to the fitness is lower than a set value.
4. The diversity of the population is insufficient compared to a set value.

This model consisted of employing a specific number of generations as the exit criteria for the algorithm. This method was applied to both the String representation and the BDA, and was thoroughly tested in parameter studies with 10 generations for short term simulations and 100 generations for long term simulations [6, 7].

2.2.7 Generation

A generation is the population of individual data structures that lasts for each iteration of the evolutionary algorithm [26, 75]. The selection, replacement, and mutation taking place on the current generation, the new generation of individuals established are what
exist for the next step in the iteration of the algorithm. The number of generations necessary for a problem is typically established by the number of iterations the algorithm is set to run. In this study, the number of generations (iterations) covered 10 years (120 iterations) and 100 years (1200 iterations).

2.2.8 Selection

The role of selection is to establish a hierarchy and rank order among individuals to allow an optimal pair of parents to be selected for mating [26]. A selected individual is designated a parent if it undergoes variation through crossover in order to generate offspring, new individuals. It is the role of selection that allows for improvement among individuals. In the context of this study, after the generation of the population and the establishment of an initial benchmark of the fitness of individuals, the population is sorted in rank order based on productivity, from highest to lowest. The mentors (parents) are then selected from the training tiers denoted by upper and lower bounds that establish a per cent range. The top performing individuals are mentors and lowest performing individuals are trainees.

The values selected for the bounds were decimal values chosen from the set \( \{0, 1\} \) with 0 being the highest and 1 being the lowest. For example, if the upper bound was 0 and the lower bound was 0.1, this would denote the top 10 per cent of individuals in the population. Once the per cent from which mentors can be chosen is established, the selection of mentors is probabilistic as there may not be a one-to-one relationship between the number of mentors and the number of individuals being retrained. The values of selection were varied in this study to establish the performance of the model under different circumstances [6, 7].
2.2.9 Replacement

The role of replacement is similar to that of selection; however, it denotes the individuals that are to be replaced instead of who should mate. The individuals chosen for replacement are probabilistically selected from the lowest performing individuals in a population. For this model, replacement denotes the individuals that require retraining due to poor performance, a consequence of too much stress. The tier from which individuals are selected is denoted by a real value in the range \([0, 1]\). This range establishes the replacement fraction from which individuals are selected. For example, if the replacement fraction is set at 0.1, the lowest 10 percent of employees would be selected for retraining. If the value were set at 1, all employees would be retrained.

The training used is similar for both the String representation and the BDA. For String agents, a simple training model of imitation is used. This is implemented using probabilistic mutation. Each trainee inaccurately copies the time assignments of the mentor that is assigned to them. The parameter \(\mu\) mentioned previously then denotes the probability that an agent will adopt their mentor’s value at a given loci in the gene.

2.3 Model Simplifications

In this model an agent’s performance is evaluated on a weekly basis and is comprised of the agent’s base task and special project work performance. These weekly totals are summed to attain a monthly figure that enables the adaptive algorithm to update the agent population. The stress response curve is comprised of the parameters \(\alpha\) and \(\beta\). The rate at which stress impacts an agent’s performance is denoted by the \(\alpha\) parameter with smaller values representing greater stress tolerance. The alpha parameters in this study are selected for agents from a normally distributed range with the minima and maxima set as fixed parameters in the model. The \(\beta\) parameter denotes the floor of the curve and represents the maximum possible work a maximally stressed agent will achieve. When
the stress response curve is established, the maximum value of 1.0 represents no stress and values near \( \beta \) represent the maximum stress for an agent. The weekly figures are created through the following steps:

1. The number of individual actions the agent undertakes that are not of type 0 are tallied. A standard work day is regularized to be 8 hours. If more than 8 hours are worked by the agent then the daily stress score is \((\text{hours} - 8)\)

2. The total stress number, \( t \), is a number in the range 1-1024 and is calculated by multiplying the daily stress scores for the 5 days of the work week.

3. The stress factor for the week is computed from \( t \) as

\[
S(t) = \beta + (1 - \beta) \frac{1}{1 + (at)^2}
\]

4. The performance on base work for an agent is calculated as the number of hours spent on their base job in a week multiplied by the stress factor. This is represented for an agent \( A \) by \( N_A \) for an agent.

5. The performance on the special project for an agent is calculated as the number of hours spent on their special project in a week multiplied by the stress factor. This is represented for an agent as \( A \) by \( S_A \).

The total performance of an agent is measured on a monthly basis. If the agent’s productivity on their base task falls below an acceptable minimum performance level, \( M \), the agent is fired and a new agent is introduced into the population. The new agent is introduced by cloning an existing random agent in the population and mutating any of the states in the BDA of the selected agent. The agents that are not fired are given a performance evaluation \( P_A \), governed by:
Figure 2.2: Response of the stress factor curve to the parameter $\alpha$. Shown are curves for $\alpha = 0.05, 0.03, 0.01, 0.005, \text{and } 0.002$ with the stress floor parameter set to $\beta=0.1$. The smaller the alpha value, the slower the curve descends from 1 to $\beta$.

$$P_A = \delta N_A + (1 - \delta) S_A$$ (2.2)

The parameter $\delta$ in the aforementioned equation is the representation of management’s perception of the relative worth of special projects. This perception is denoted as the coefficient $0 \leq \delta \leq 1$ for any given month. Consequently, this parameter introduces stochasticity into the model by allowing the agents to predict the importance of the special projects that they choose to undertake.

2.4 String Representation

The initial agent representation selected was in a basic chromosomal form that made up a simple String representation [6]. This can be seen in the results found in Chapter 3. This type algorithm is the simplest as members of the population are stored as fixed
length strings comprised of a predefined alphabet. In the case of this study, the string alphabet was made up of values in the set \{0, 1, 2\}.

Figure 2.3: An example of the way time is structured in the chromosome. This describes an agent’s time allocation to rest, base task, and special projects. The string describing this agent would start 011222100012210... Coloured days are weekends.

The string that defines an individual is comprised of 240 characters from this set. Each of the loci in the string represents an hour of time. This hour can be spent working on one of three tasks (each of the elements of the set). The designation 0 represents rest which consists of all non-stressful activities for the agent. These could include taking a break, sleeping, going on a walk or engaging in low-stress conversation with co-workers. The designation 1 represents time spent working on the base task assigned to the agent. The base task is the work that the individual was hired to do and would typically appear in one’s job description. The designation 2 represents time that is spent on special projects. A special project can be deemed any work outside of the agent’s base job which can advance the company and gain status (reputation) for the individual.
2.5 Binary Decision Automata

In order to increase the realism of the model, the initial String representation needed to be improved to provide enhanced cognitive capabilities to the agents and furthermore to allow for basic decision making. Accordingly, Binary Decision Automata were used. Binary Decision Automata are augmented finite state machines with the underlying transitions driven by Boolean tests. There are three input variables that the BDA considers: the fraction of time the agent has spent on its base task, working on special projects, and the stress multiplier. The stress multiplier is represented by a real value between 0 and 1. In the model, a value of 1 represents non stressed and 0 represents a maximally stressed agent. In each state of the BDA, one of the input values is compared in a Boolean test using one of the operators (seen in Table 2.1 in Figure 2.4) to a constant. If the test result is true, then one possible action occurs and the next state results otherwise a different second action occurs and next state results. In this study the ‘near’ operator is set to have a default value of $\epsilon = 0.05$ for comparison.

<table>
<thead>
<tr>
<th>State</th>
<th>Test</th>
<th>If T</th>
<th>If F</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>if(Strss&lt;0.874)</td>
<td>Rest→ 2</td>
<td>Base→ 4</td>
</tr>
<tr>
<td>1</td>
<td>if(Task2≤0.779)</td>
<td>Rest→ 7</td>
<td>Base→ 2</td>
</tr>
<tr>
<td>2</td>
<td>if(Task1≤0.289)</td>
<td>Spec→ 1</td>
<td>Spec→ 1</td>
</tr>
<tr>
<td>3</td>
<td>if(Task2&gt;0.288)</td>
<td>Base→ 8</td>
<td>Rest→ 10</td>
</tr>
<tr>
<td>4</td>
<td>if(Task2&gt;0.124)</td>
<td>Base→ 8</td>
<td>Rest→ 6</td>
</tr>
<tr>
<td>5</td>
<td>if(Strss&gt;0.784)</td>
<td>Spec→10</td>
<td>Rest→ 3</td>
</tr>
<tr>
<td>6</td>
<td>if(Task1≤0.439)</td>
<td>Spec→ 9</td>
<td>Rest→ 9</td>
</tr>
<tr>
<td>7</td>
<td>if(Strss≈0.088)</td>
<td>Rest→ 0</td>
<td>Spec→ 9</td>
</tr>
<tr>
<td>8</td>
<td>if(Task1≥0.792)</td>
<td>Spec→11</td>
<td>Base→ 9</td>
</tr>
<tr>
<td>9</td>
<td>if(Task2≤0.217)</td>
<td>Spec→ 3</td>
<td>Base→ 0</td>
</tr>
<tr>
<td>10</td>
<td>if(Task1&gt;0.990)</td>
<td>Base→ 3</td>
<td>Base→ 0</td>
</tr>
<tr>
<td>11</td>
<td>if(Task2&lt;0.480)</td>
<td>Rest→ 4</td>
<td>Rest→ 10</td>
</tr>
</tbody>
</table>

Figure 2.4: A binary decision table representing twelve states for an agent and the transitional logic.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;</td>
<td>less than</td>
</tr>
<tr>
<td>≤</td>
<td>less than or equal to</td>
</tr>
<tr>
<td>≥</td>
<td>greater than or equal to</td>
</tr>
<tr>
<td>&gt;</td>
<td>greater than</td>
</tr>
<tr>
<td>≈</td>
<td>near (</td>
</tr>
</tbody>
</table>

Table 2.1: The possible choices of comparison operators for Boolean tests in BDAs. For the study, \(\epsilon = 0.05\) and values for \(a\) and \(b\) are in the range \(0 \leq x \leq 1\).

In the BDA model, probabilistic mutation is also employed but instead of manipulating a single loci in the gene, it inaccurately copies the states of the mentor’s BDA and applies the mutation operator to one of seven components of the states. These components are:

- The input action (stress, task1, task2).
- The comparative operator used for the Boolean test.
- The fixed numerical value the operator is applied against.
- The action executed if the Boolean test is true.
- The state to proceed to after the true action is executed.
- The action executed if the Boolean test is false.
- The state to proceed to after the false action is executed.

The distribution of the number of mutations (applications of the mutation operator) for the BDA’s was varied and is discussed further in Chapters 4 and 5.
Chapter 3

An Agent-Based Model of Stress in the Workplace

The preliminary attempt at modelling stress in the workplace is the focus of this chapter. It is based on “An Agent Based Model of Stress in the Workplace” by Daniel Ashlock and Matthew Page which appears in the proceedings of the 2013 IEEE Symposium Series on Computational Intelligence on Evolving and Adaptive Intelligent Systems (EAIS) [6].

The purpose of this model was to establish an initial evolutionary algorithm using a String representation and to conduct a parameter study. This piece of technology represents a novel contribution to human resources and economics as well as a novel application of evolutionary algorithms to modelling stress. It was the hope of the researchers that the tools and technology designed within could establish a framework to build on for further research and potentially assist organizations and government policy makers in proactively dealing with stress amongst individuals.

3.1 Outline and Assumptions

Individuals early in their career will often attempt to mimic the behavioural patterns of successful individuals they encounter. This mimetic behaviour is attempted in order to advance one’s career through the recognition of achievements. This achievement is typically in the form of work completed and the associated recognition that comes from senior leaders in the organization. In order to gain recognition from senior lead-
ers, new employees usually have to work additional time to complete tasks outside of their assigned duties. This increased time requirement places stress on individuals and prolonged exposure can lead to physical illness [12]. Consequently, as there is a finite amount of time in a given workday, an individual must adopt an effective work ethic that allows for a sustainable work-life balance. In this chapter the imitation of high-status individuals is investigated as a possible indirect source of stress.

This study uses simple agents to model individual employees early in their career. The representation selected was a String representation as was described in Chapter 2. The memetic aspect of agent behaviour is also seen in many experiments of spatial games and evolutionary computation [47]. Despite the simplistic representation of agents, the fitness evaluation used for the worker agents is more complex. This type of technology appears in numerous studies of agent based modelling [27,39,77,79]. The agents in this study have their time divided month by month, hour by hour into time spent resting, working on the assigned base task or working on a special project.

As this piece of work is a preliminary attempt to develop a model of stress in the workplace, it encodes a number of features and simplifications. These features include:

1. The quality of an individual’s work decays as the stress of the individual exceeds an minimum tolerance [65].

2. To avoid firing, there is a minimum productivity requirement on the base task of an individual.

3. There is a positive correlation between the productivity on the base task and special projects and the overall status of the agent in the company. As productivity increases, so does status, assuming the agent has not been fired due to low performance.

4. Agents that possess low productivity and are not fired at each time step are re-
5. Agents that are fired are replaced by newly hired agents that contain similar behaviour to existing agents within the organization. This attempts to demonstrate the process of hiring people that meet qualifications for a job.

6. New agents and low performing agents are assigned to a mentor for training. The mentors are selected from a varying top percentile of performers from the company.

7. Management’s perception of the relative worth of special projects and the base task requirement varies randomly on a week-to-week basis. This encapsulates the changing priorities and decision-making that exists within corporate culture.

In addition to the simplifications and features encoded above, two novel concepts were encoded: covert drug use and proactive management.

The concept of covert drug use was introduced into a select few individuals in the model. The actual drug use was modelled by giving individual drug users a higher stress tolerance denoted by a separate stress response parameter $\alpha_d$. The drug users are the same as other agents in all other ways. The adverse effects of long term drug use were not encoded into the model and remain something to be investigated in the future. Drugs are perceived as being helpful in the short term for handling stress however despite this, the use of drugs has an impact on corporate welfare.

Proactive management was added as the final novel feature into the initial model. Using the productivity metric “hours spent working”, management would target a specific number of workers $N_m$ for increased productivity through working slightly more.

The population of individuals is sorted by the stress factor $N_p$ and the lowest stressed individuals have one of the 0 loci changed to a 1 or 2. This represents an incremental increase in the time spent at work and yet provides insight into corporate practices and the correlation to overall population productivity.
DESIGN OF EXPERIMENTS

There were a number of hypotheses that the researchers tested in the parameter study. First, selecting mentors from different status tiers will have an impact on the overall productivity of an agent. Second, the covert drug use of individuals to enhance their stress tolerance will cause a mismatch in stress tolerances between mentor and trainee and will indirectly cause substantial damage to the trainee due to the unreasonable expectation of performance. Finally, the variability of the importance of special projects and that of the base tasks will impact the overall corporate performance.

3.2 Design of Experiments

As this study was the first attempt of modelling stress, a parameter study was used to determine the behaviour of the model. The baseline study was conducted with the parameters outlined in Table 3.1. As was outlined in Equation 2.2, the base productivity is seen as $\text{stress factor} \times \text{hours on base task}$. The training cohort represents the top 10 per cent of performers in the company. For each of the experiments conducted in the parameter study, 10 replicates were performed.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population Size</td>
<td>120</td>
</tr>
<tr>
<td>Time Length</td>
<td>10 years (120 months)</td>
</tr>
<tr>
<td>Stress Tolerance</td>
<td>$\alpha = 0.05$</td>
</tr>
<tr>
<td>Stress Floor</td>
<td>$\beta = 0.2$</td>
</tr>
<tr>
<td>Special Project Worth</td>
<td>$0.4 \leq \delta \leq 0.6$ with uniform distribution</td>
</tr>
<tr>
<td>Minimum Productivity Requirement</td>
<td>60</td>
</tr>
<tr>
<td>Training Cohort</td>
<td>0-0.1</td>
</tr>
</tbody>
</table>

Table 3.1: Baseline parameters used in experiments

Following the establishment of the baseline, the individual parameters were varied to ascertain their effect on the model. Minimum base productivity was varied from a minimum of 45 to a maximum of 105 in increments of 15. The hypothesis for this test was that as the base requirement for work increased, the overall stress of individuals would
increase to match the increased work requirements. Additionally, as the overall amount of time on base task increase, less time would be available to focus on special projects ultimately leading to a decreased overall status of individuals. Furthermore, it was expected that as the base requirement was increased for individuals, the number of firings would increase to match as the overall number of employees unable to meet the base requirement would be greater. Following the tests on the minimum base productivity, the stress drop-off parameter $\alpha$ was varied to determine its impact on the model performance. For this study, the values were set at $\alpha = 0.05, 0.03, 0.01, 0.005, 0.002$ and $0.0001$. The expectation was that individuals with lower abilities to adapt to stress will have an overall higher total average of stress, quantified by the stress factor $S(t)$. This inability to adapt to highly stressful situations is also predicted to negatively impact the productivity of individuals. Management’s perception of the relative value of the base and special projects were then varied with the values set at $\delta = 0.0, 0.2, 0.4, 0.6, 0.8, 1.0$. The hypothesis was that higher levels of importance placed on special tasks by management will yield higher overall status and recognition for individuals that are evolved.

The selection process for mentors was then tested through varying the percentile from which mentors could be chosen. Recall that mentors ranges are established as a pair of decimal numbers specifying a range in the unit interval; the highest performing members of the population are at zero and the lowest at one. These ranges were set at $0.0, 0.1, 0.2, 0.3, 0.4$ and finally $0.5$. The overall hypothesis for selecting different ranges was that as the number of possible mentors available for selection increased, the overall productivity of the population would increase. This is due to the larger pool of candidates from which to re-train individuals. The stochasticity of the parameter $\delta$ means that a narrow training pool will learn management’s current preferences. The replacement fraction of low-performing individuals was then varied. The expectation from this test was that the larger the group of individuals being selected for retraining,
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stress Drop-off $\alpha$</td>
<td>0.05, 0.03, 0.01, 0.005, 0.002, 0.0001</td>
</tr>
<tr>
<td>Minimum Productivity</td>
<td>45, 60, 75, 90, 105</td>
</tr>
<tr>
<td>Delta Lower-Bound</td>
<td>0, 0.2, 0.4, 0.6, 0.8, 1</td>
</tr>
<tr>
<td>Training Range</td>
<td>0-0.1, 0.1-0.2, 0.1-0.3, 0-0.2, 0-0.5</td>
</tr>
<tr>
<td>Replacement Fraction</td>
<td>0.1, 0.2, 0.3, 0.5, 0.7</td>
</tr>
<tr>
<td>Number of Drug Users</td>
<td>0, 5, 10, 15, 25, 50</td>
</tr>
<tr>
<td>Drug Users Stress Tolerance $\alpha_d$</td>
<td>0.01, 0.005, 0.0025, 0.0001</td>
</tr>
</tbody>
</table>

Table 3.2: Parameters used within the study to establish baseline comparison between models.

The more optimal the overall base productivity would be. This is a result of allowing for the evolutionary algorithm to establish more ideal solutions at a faster rate due to the rejection of low performing candidate solutions. The values selected for the replacement fraction were set at 0.1, 0.2, 0.3, 0.5 and 0.7. Table 3.2 provides a concise listing of all parameters and values selected for the experiments.

### 3.2.1 Experiments with Drug Users

With the introduction of the covert drug users into the population, a second set of experiments was performed. The experiment was conducted with the same initial parameters as outlined in the base study, Table 3.1. The drug users however were encoded with a separate value, $\alpha_d$, that represented a substantially better stress tolerance than the non-drug using agents. For this simulation, the number of drug users was assigned as 5, 10, 15, 25 and 50 out of the population of 120 individuals. The goal of this test was to ascertain whether a non-drug taking agent, that is one with a lower stress tolerance, when assigned for retraining could replicate the behaviour of a drug taking mentor with a substantially higher stress tolerance. The hypothesis for this test was that the agents being trained would be unable to replicate the behavioural patterns of the assigned mentor and the result would be more stochasticity introduced into the model and large variance in the outcome of total population productivity.
Building on the first experiment through varying the number of drug users, the stress tolerances for drug taking agents was varied to study variation in the effect from the first experiments and to create a larger disparity between stress tolerances of the trainee and mentor. The parameter for the drug user’s stress was varied, $\alpha_d = 0.01, 0.0025$ and 0.001, compared to the tolerance of the non-drug using individuals whose stress drop-off was set as $\alpha = 0.05$. In this instance the expectation was that as the drug users could tolerate increasing levels of stress, the mimetic behaviour of non-drug taking agents would result in higher stress levels overall. It was also anticipated that having drug users in the cohort of mentors will introduce a source of stress by training non-drug users to emulate drug users’ behaviour without the enhanced stress tolerance granted by the drug use.

Due to the small number of replicates in the first two experiments with drug users, a third experiment was conducted to more accurately quantify the impact of drug use. For this experiment 4 sets of simulations were performed and 400 replicates were used instead of the original 10. The standard baseline parameters were used, as outlined in section 3.5. The number of drug user selected to be 0 or 10, and the training cohort set to the top 10 per cent or the second 10 per cent. The aim was to quantify the effect of drug use’s interaction with the training process. The stress tolerances for the drug taking agents were set at $\alpha_d = 0.005$.

### 3.2.2 Experiments with Proactive Management

The final component tested for the String representation was the aspect of proactive management. For this experiment, the tests were structured similar to the large replicate test for drug users. The four sets of runs were repeated with the addition of proactive management $N_p = 30$. This resulted in the 30 least stressed individuals having to work one more hour per month.
3.3 Results

Over the course of numerous simulations, running the model with a variety of parameter combinations, the model exhibited behaviour as was predicted by the stated hypotheses with only a few exceptions. In varying the minimum productivity required to avoid firing, the base productivity increased to a maximum average of 84.67±1.54 hours. This maximum occurred when the minimum productivity was set to 90. In addition to the base productivity increasing, the number of firings concurrently rose. Figures 3.1-3.3 show how the number of monthly firings responds to the change in the required base productivity. Of note, once the threshold for minimum productivity increased past 100, there was a drastic drop in performance resulting in a complete firing and re-training of the workforce due to the inability of agents to meet the unrealistic expectation for the base task.

As demonstrated by figures 3.1-3.3, the model initially has time of sharp productivity increase representing a rapid adaptation of the agents trying to learn how to work. For base productivity requirements of 60 and 75 the amount of firing drops to near 0 in a smooth, nearly linear fashion. The slope of these curves, which reflect the learning algorithm training the agents to meet their base workload, are mediated by the mutation rate and could probably be accelerated by increasing it. When the base workload is at 90 the burn-in period to learn to meet base workload is longer than the duration of the simulation for 7 of 10 replicates. This represents either an unreasonable base workload or evidence that the mutation rate could profitably be raised.

With the addition of 5 drug users into the population and the minimum productivity requirement set to 60, the model exhibited a much higher level of stochasticity than that observed in the simulations without drug users. This can be seen in the productivity plots shown in Figures 3.4 and 3.5. The effect is likely caused by drug users training people to unreasonable expectations.
Figure 3.1: Number of monthly firings as a function of time for the experiments in the parameter study with minimum productivity set to 60.

The greatest effect on stress occurred in the variation of the stress drop-off parameter ($\alpha$). In general, as the rate at which stress drop-off decreased, the overall stress of the agents increased in conjunction with the number of hours worked. The maximum mean number of hours worked per day reached 8.76 and in several instances the maximum stress value reached the highest possible value of 1 (no stress) when the threshold for the stress drop-off was $\alpha = 0.0001$. This is to be expected as meeting high productivity goals is not difficult when agents have favourable stress response.

In the instances where management’s recognition of special projects was varied more, the overall status of the employee increased when the values for were higher. Not surprisingly, this had the greatest effect on the awarding of recognition and the status outcome from the special project.
When the replacement fraction of the population was varied, there was little impact to the model and very little fluctuation in the stress, base productivity, and status of the individual agents. This was not the expected result. The fraction of individuals assigned to retraining may matter more in simulations run against companies with smaller numbers of workers, a matter slated for future investigation.

When increasing the number of drug users in the simulations, a general result was that the maximum values attained for the stress factor continually peaked higher than 0.99 and the overall base productivity average was, in most cases, lower than non-drug user simulations. This corresponds with a higher firing average in general than the non-drug user simulations. When manipulating the training tier with drug users involved a more stable result can be achieved. When the training tier is set lower, as drug users
Figure 3.3: Number of monthly firings as a function of time for the experiments in the parameter study with minimum productivity set to 90.

are often high performers, this result is probably explained by having fewer drug users in the cohort. This can be seen by comparing Figure 3.5 and 3.6.

It is worth noting that the parameter $\beta$ has very little impact on the simulation. Most agents stay far over on the left side of the stress response curve. This means that none get near the floor of the curve and so all effects can be modelled by varying alpha unless much smaller values of alpha are tested.

The curves shown in Figures 3.4, 3.5 and 3.6 have a similar shape. There is an initial sharp rise in productivity followed by a slow climb. The initial rapid climb represents the removal of patently absurd time allocations from the population. These include both those who do not work and those who work themselves to unsupportable stress levels. The continuing upward progression suggests that 10 years (120 months) is not
enough time for the system to come to equilibrium. The baseline experiment was re-run with the length of the simulation increased from 10 years to 100 years. The resulting productivity curves are shown in Figure 3.7. This is an unreasonably long simulated duration, but it shows that small amounts of improvement occur for a very long time. Coincidentally, there is a knee in the productivity curve near 120 months - suggesting that the simulation lengths chosen show the most vigorous period of adaptation of the system.
3.3.1 Results for Large Replicate Study

Table 3.3 summarizes the results for the third experiment. This experiment compared using the top performing 10 per cent of the workforce as mentors with using the second 10%. These comparisons were made between a drug free company and in a company with 10 per cent of the workforce covertly using drugs.

The hypothesis that choosing a lower performing cohort for trainers would grant immunity to the negative effects of drug use is verified by these experiments. When the drug users are added into the population, overall performance increases at the trade-off of more firings. However, this result is not obtained when the training tier is selected to omit the drug taking mentors. Of note, no drug use still results in the highest overall productivity, despite the fact that drug use enhances the productivity of the users in the
short term. Overall training of non-drug users to unrealistic expectations by drug users has a significant impact.

Table 3.3: Results on the agent’s average base task, overall performance, and the number of monthly firings. Compared are drug free and 10% drug using worker populations in which the training cohort is drawn from the top or second 10% of the workforce. The values to the right of ± are the standard variance.
3.3.2 Results with Proactive Management

Table 3.4 summarizes the results of the fourth experiment testing the impact of proactive management. The notable effect of these results is that proactive management increases low performance-related firing. This suggests that the net effect of proactive management is to push workers into high work (high stress) time allocations which lead to stress related degradation of performance. Ultimately it demonstrates that in the proactive management simulation, stressing workers though encouraging them to work extra time yields a bad result on overall corporate productivity.

The relative effects of drug use and choice of training cohort remain fairly similar. This resulted in an increased number of monthly firings as was experienced in the long term replicate simulations. This was slightly unexpected as proactive management should push the relatively low stress drug users to take on absurd workloads at which
<table>
<thead>
<tr>
<th>Trainers</th>
<th>Drug Users</th>
<th>Base Task $N_A$</th>
<th>Performance $S_A$</th>
<th>Monthly Firings</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0-0.1</td>
<td>0</td>
<td>215.77±0.19</td>
<td>86.91±0.41</td>
<td>9.04±0.22</td>
</tr>
<tr>
<td>0.1-0.2</td>
<td>0</td>
<td>206.78±0.13</td>
<td>84.24±0.14</td>
<td>9.19±0.22</td>
</tr>
<tr>
<td>0.0-0.1</td>
<td>12</td>
<td>207.41±0.91</td>
<td>84.84±0.32</td>
<td>10.25±0.51</td>
</tr>
<tr>
<td>0.1-0.2</td>
<td>12</td>
<td>207.68±0.15</td>
<td>84.60±0.16</td>
<td>8.58±0.20</td>
</tr>
</tbody>
</table>

Table 3.4: Results on the agent’s average base task, overall performance, and the number of monthly firings when management is targeting $N_p = 30$ low-stress workers for working one more hour per month. Compared are drug free and 10% drug using worker populations in which the training cohort is drawn from the top or second 10% of the workforce.

point one would expect the experiment in which the drug users are dense in the training cohort to have a much larger effect from training to unrealistic expectation. The most probable explanation is that management always proactively urges the drug users to take on more work until they can no longer cope and stress becomes overwhelming. In a sense the higher rate of firing ends up affecting the drug users as well as the non-users so that proactive management somewhat ameliorates the effects of the presence of drug users.

3.4 Conclusions and Next Steps

The experiments and results outlined in this chapter demonstrate the feasibility of the trinary String representation agent-based model of stress in the workplace. The incorporation of covert drug use and a policy change (proactive management) were used to further establish how the model behaves and varies from the baseline parameters. The experiments conducted support the following conclusions:

- When no drug users are present, using the highest performing workers as mentors pays a significant bonus in productivity, exactly as one would expect.

- When drug users are present and the mentors are chosen from the top 10 per cent
of performers (in all probability including many drug users), there is no significant productivity advantage to using the higher performers in the training cohort. There is a substantial disadvantage to using the best performers as trainers: the number of firings increases sharply.

- Comparing the experiments where the training cohorts are drawn from the second 10 per cent of performers, there is a small but statistically significant decrease in the number of rings when drug users are present. Since a few drug users have a high probability of being in the training cohort in this situation, this is most likely an interaction effect.

The most interesting results were in the experiments that explored the interaction of the presence or absence of drugs and the corresponding choice for training cohort. This demonstrated that by selecting a specific tier of mentors to be outside that of the tier containing the drug taking individuals ameliorates the stress tolerance mismatch that took place during the training of individuals. It was also seen that a substantial interaction appears in the studies exploring the drug users and the corresponding increase to the number of firings of non-drug users. This was due again to the inability of the trainees to match the difficult requirements and behavioural patterns of the mentors with a high stress tolerance.

While there are many simplifying assumptions in the String representation model, it serves to establish a framework for future research. It should be noted that the next step in the research process was to upgrade the representation to one that is more comprehensive and consists of nearly human-like behaviour. More complex agents that generate behaviour adaptively based on knowledge of their own current stress level, number of hours worked on each task, and possibly management expectation would generate more complex and, if well designed, more plausible agent behaviours. In modelling prisoner’s dilemma [8, 21] a technique was developed to give agents emotions in the form of an
artificial hormonal system. The agents with an emotional system were found to have a substantial competitive advantage. This emotional system could easily be adapted to manage the agent’s stress response and even model effects like depression induced by working too hard. Another possible agent representation could be adapted from those used in the aforementioned prisoner’s dilemma modelling [4], finite state machines with transitions driven by Boolean tests on inputs. Incorporating a $\lambda$-transition, that generates no action, into these binary decision automata permits them to make complex decisions based on multiple data items. The use of more complex agent representations provides more entry points for modelling additional phenomena. Use of binary decision automata with access to an emotional system would permit modelling, for example, of the impact of the work environment on the agents non-work life. While such models would require careful normalization against behavioural data to avoid representational sensitivity effects [23], the point where this type of complex system can be profitably modelled is approaching. This work was done in a second publication [7] and is explored in detail in the next chapter.
Chapter 4

Binary Decision Automata Modelling of Stress

This chapter outlines the second attempt made to model stress incorporating a new agent representation. It is based on Binary Decision Automata Modelling Stress in the Workplace by Matthew Page and Daniel Ashlock which appears in the proceedings of the 2013 IEEE Congress on Evolutionary Computation (CEC) [7].

The agent representation was modified in the second paper from a trinary String representation to a Binary Decision Automata (BDA) representation. The aim of this was to enhance the representation of the agents to incorporate a more diverse behavioural pattern through the incorporation of BDA. BDAs possess more cognitive capabilities in the form of knowledge of their current work states for base task and special projects as well as their current stress level. This allows the BDA to base the outcome of their behaviour on the Boolean tests against their known states.

4.1 Outline

4.1.1 Agent Representation

Worker agents are represented as BDAs. BDAs are augmented finite state machines with transitions driven by Boolean tests. The tests operate on three input variables: the agent’s fraction of time thus far spent doing their base task or working on special projects and their stress multiplier. The stress multiplier 1 represents no stress and 0
represents total stress; the stress multiplier is subsequently explained. In each state 1 of the 3 variables is compared, using 1 of the operators in Table 2.1, to a constant. If the result is true one possible action and next state result otherwise, a second action and next state are used. The “near” operator uses a default value of $\epsilon = 0.05$ in this study. There were 12 states used for each BDA in this study. An example of a BDA can be seen in Figure 4.1.

<table>
<thead>
<tr>
<th>State</th>
<th>Test</th>
<th>If T</th>
<th>If F</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>if(Strss $&lt;$ 0.874)</td>
<td>Rest $\rightarrow$ 2</td>
<td>Base $\rightarrow$ 4</td>
</tr>
<tr>
<td>1</td>
<td>if(Task2 $\leq$ 0.779)</td>
<td>Rest $\rightarrow$ 7</td>
<td>Base $\rightarrow$ 2</td>
</tr>
<tr>
<td>2</td>
<td>if(Task1 $\leq$ 0.289)</td>
<td>Spec $\rightarrow$ 1</td>
<td>Spec $\rightarrow$ 1</td>
</tr>
<tr>
<td>3</td>
<td>if(Task2 $&gt;$ 0.288)</td>
<td>Base $\rightarrow$ 8</td>
<td>Rest $\rightarrow$ 10</td>
</tr>
<tr>
<td>4</td>
<td>if(Task2 $&gt;$ 0.124)</td>
<td>Base $\rightarrow$ 8</td>
<td>Rest $\rightarrow$ 6</td>
</tr>
<tr>
<td>5</td>
<td>if(Strss $&gt;$ 0.784)</td>
<td>Spec $\rightarrow$ 10</td>
<td>Rest $\rightarrow$ 3</td>
</tr>
<tr>
<td>6</td>
<td>if(Task1 $\leq$ 0.439)</td>
<td>Spec $\rightarrow$ 9</td>
<td>Rest $\rightarrow$ 9</td>
</tr>
<tr>
<td>7</td>
<td>if(Strss $\approx$ 0.088)</td>
<td>Rest $\rightarrow$ 0</td>
<td>Spec $\rightarrow$ 9</td>
</tr>
<tr>
<td>8</td>
<td>if(Task1 $\geq$ 0.792)</td>
<td>Spec $\rightarrow$ 11</td>
<td>Base $\rightarrow$ 9</td>
</tr>
<tr>
<td>9</td>
<td>if(Task2 $\leq$ 0.217)</td>
<td>Spec $\rightarrow$ 3</td>
<td>Base $\rightarrow$ 0</td>
</tr>
<tr>
<td>10</td>
<td>if(Task1 $&gt;$ 0.990)</td>
<td>Base $\rightarrow$ 3</td>
<td>Base $\rightarrow$ 0</td>
</tr>
<tr>
<td>11</td>
<td>if(Task2 $&lt;$ 0.480)</td>
<td>Rest $\rightarrow$ 4</td>
<td>Rest $\rightarrow$ 10</td>
</tr>
</tbody>
</table>

Figure 4.1: A Binary Decision table representing the twelve states for an agent. The symbol $\approx$ is the nearness operator; two numbers are “near” one another if $|a - b| \leq NR$ where $NR = 0.05$ in this study. Transitions have the form action $\rightarrow$ next state. The BDA above represents the highest status achieved amongst the BDAs at 476.26 $\pm$ 14.72 which was calculated by $P_A = \delta N_A + (1 - \delta) S_A$.

As described in Chapter 3, there are three tasks an agent can choose to undertake: rest, base task, and special project.

4.2 Design of Experiments

As this study continues past research using a more complex BDA agent representation, a parameter study is performed on the new model to establish a baseline of comparison to the String representation used in the earlier study. The following parameters were used to establish the baseline: population of 120 agents was evolved for 120 months (ten
years) using the parameters $\alpha = 0.05$, $\beta = 0.2$, $0.4 \leq \delta \leq 0.6$ with a uniform distribution. Base per month productivity to avoid firing was set to 60. Agents used 1-6 mutations during training with the number of mutations selected uniformly at random.

The parameters were varied from the baseline, one at a time, to establish how the model would react. The values used are summarized in Table 3.1. The minimum base productivity factor was varied in increments of 15 beginning at 45 and increasing to 105. The hypothesis was that as the base work requirement increased, the mean base productivity of agents would adapt to the changing requirement. Moreover, the agent would have to spend more time on their base work task reducing available time for rest and special projects. Additionally, it was expected that there would be a strong correlation between the increase in base productivity requirements and the number of individuals being fired.

The $\alpha$ parameter was varied to establish the agent’s response to diverse stress tolerances and the impact on their performances. The values used for this were $\alpha = 0.05, 0.03, 0.01, 0.005, 0.002$ and 0.0001 with the expectation that individuals with higher tolerances to stress would have lower average levels of stress as quantified by the stress factor $S(t)$. The $\delta$ parameter, management’s perception of the relative value of the base job and special project, was varied with a lower bound of $\delta = 0, 0.2, 0.4, 0.6, 0.8$ with a range of 0.2.

The percentile from which mentors could be assigned was varied. The ranges are established by a pair of decimal numbers specifying a range in the unit interval where the highest performers are at 0 and the lowest at 1. The ranges for mentor selection tested were 0-0.1, 0.1-0.2, 0.1-0.3, 0-0.2 and finally 0-0.5. The underlying hypothesis was that the larger the base of mentors to select from the less diversity would be reduced. Varying the tier from which mentors are drawn represents the degree of challenge to the new agents being trained. The stochasticity of the parameter $\delta$ means that a small training pool drawn from high performers will over-learn management’s current pref-
Finally the replacement fraction of the low-performing individuals was varied with the expectation that the larger the group being retrained, the greater the overall base productivity of the group. The values for the replacement fraction were set at 0.1, 0.2, 0.3, 0.5 and 0.7.

4.2.1 Experiments with Drug Users

A second set of experiments allowed for the introduction of a limited number of covert drug users into the population with the same initial parameters as defined in Table 3.1 with the exception of a higher stress tolerance resulting from taking drugs. For these simulations, the number of drug users introduced were set at 5, 10, 15, 25 and 50 out of the base population of 120 agents. The aim of this was to establish if the behaviour of the drug taking agents with a higher stress tolerance could be replicated by agents that are not taking performance enhancing substances. The hypothesis for this was that the agents would be unable to replicate this behaviour due to the inability to tolerate stress to the same degree as their mentor. This introduces additional stochasticity into the performance of the model. The drug users stress tolerance was varied with $\alpha_d = 0.01$, 0.0025 and 0.001 compared to the tolerance of the non-drug using individuals whose stress drop-off was set as $\alpha = 0.05$. As a consequence of increasing the tolerance of the drug taking agents, it was expected that the overall stress of the non-drug taking agents would be increased.

In order to better quantify the impact of drug use, a third experiment was conducted using 4 sets of simulations. These simulations used the baseline parameters with the exception that the number of drug users was set to 0 and 10 and additionally the training cohort was set to the top 10 percentile and second 10 percentile. The goal of this was to quantify the effect of drug users interaction with the training individuals. There were 400 replicates performed for this experiment as opposed to the ten replicates used in previous experiments. The baseline parameters and $\alpha_d = 0.005$ were not varied for this
4.3 Results

Based on the previous results and with the inclusion of the parameter study performed using agents represented as BDAs the model behaved as was hypothesized, with some exceptions. When the base productivity requirement to avoid firing was varied, it was found that the maximum average productivity attained was $85.02 \pm 9.70$. This maximum occurred when the minimum productivity requirement was set to 90. Overall, as the minimum productivity requirement was increased the number of firings also rose. Of note, the BDAs only began to achieve higher status and productivity than the String representation when the minimum productivity was set higher than 75. Additionally, as the requirement was increased past 100, the base task productivity of the BDAs continued to increase whereas in the String representation it decreased. Moreover, the number of firings for the BDAs steadily increased even at productivity requirements of over 100, whereas the String representation agents had a drastic increase to the firing and re-hiring of the entire population for base work requirements over 100. Furthermore, there was only a slight drop in productivity of the BDAs past a base work requirement of 100 going from the aforementioned $85.02 \pm 9.70$ to $84.22 \pm 9.78$. These results confirm that the BDAs are more capable of dealing with stress and adapt much better to more demanding working conditions. The $\beta$ parameter had no noticeable effect on the model, as the agents consistently did not reach the stress floor.

With the introduction of 5 drug users into the population and with the minimum productivity requirement set to 60, the BDAs exhibited much less stochasticity than the String representation agents. This is demonstrated with the productivity plots shown in Figure 4.2.

The greatest effect on the model was when the stress drop-off parameter $\alpha$ was varied.
Figure 4.2: Model comparison of 10 simulations with no drug users in a population of 120 with initial $\alpha = 0.05$, $\beta = 0.2$ and a minimum productivity set at 60. Note that final productivity is higher for agents using the BDA representation.
RESULTS

Generally, as the rate of efficiency decay with additional hours worked was increased, the overall stress of the agents increased along with the number of hours worked per day. The maximum number of hours worked per day for the BDAs reached an average of 11.99 hours in contrast to the old String representation where the maximum reached 8.76 hours. This correlates with the expectation that with a greater ability to adapt to stressful situations, the BDAs are capable of working longer and harder. Note that with the increased maximum of hours worked, the productivity was substantially higher than that of the String representation (169.69±12.81 versus 90.49±1.83). As the $\alpha$ parameter was reduced to smaller and smaller values, the overall stress of the BDAs decreased attaining the least stress values of 1 repeatedly.

When management’s recognition of special projects was varied, the overall status of the agents increased for higher values of $\delta$. Not surprisingly, this had a significant effect on the awarding of special recognition for individuals on special projects. The highest status achieving BDA is represented in Figure 4.1 where it achieved 476.26±14.72.

In the instances where the replacement fraction of the population varied, there was little impact to the model. The stress of individual agents and base productivity and status of the individual agents remained consistent. This was expected as it was found that, similar the String representation, the top mentors are always in the highest percentile of agents. Consequently when accounting for this, the overall productivity of agents does not substantially increase as the selection of mentors would still be the same.

Varying the number of covert drug users in the population generally decreased the status of agents and increased the average number of hours worked per day and number of firings. Of surprise to the researchers was that there was only a small impact to the total stress of the agents under the BDA model. This is another demonstration that the BDAs are reacting to their situation more effectively than the String representation agents.

Examination of BDA states show that they are evolving useful tests for enhancing
Figure 4.3: The BDA above represents the lowest status achieved amongst the BDAs at 12.39±7.47.

an agent’s success. For example in Figure 4.1, the best performing agent, the initial state is a Boolean check that stress < 0.874. Upon testing for this, if its stress level is too high, it will rest and then move to state 2. Comparing this with other successful agents, the stress Boolean test being first seems to be a logical choice as it governs the further actions. Thus, if an agent is stressed it ideally would want to rest otherwise it will work on its base work. Additionally, if it is not stressed, it does its base assigned task or a special project. In contrast to the worst performing agent, shown in Figure 4.3, one can see its initial state is to test that its special task $\geq 0.979$, then it works otherwise it rests. Moreover, once it moves to state 4 as per the diagram, it decides to work more. This type of self destructing behaviour causes the agent to over stress itself and typically results in the firing of the agent in the model.

### 4.3.1 Results for 400 Replicate Study

The results for the third experiment are summarized in Table 4.1. In this experiment, the top ten percentile was compared with the second ten percentile as groups for mentor selection and experiments were run with no drug users and 12 drug users. Of note while...
the BDAs begin at a lower overall productivity, their capabilities of learning surpass the String agent’s as seen in Figure 4.4. This strong adaptive capability allows the BDAs to consistently out-perform the String agents in long term simulations.

Figure 4.4: Model comparison of the String Representation versus the BDAs over 1200 months with the same aforementioned baseline parameters and $\alpha_d=0.005$. Agent status is the fitness value used in selection by the adaptive algorithm.
Table 4.1: Results on the agent’s average base task, overall performance, and the number of monthly firings. Compared are drug free and 10% drug using worker populations in which the training cohort is drawn from the top or second 10% of the workforce.

<table>
<thead>
<tr>
<th>Trainers</th>
<th>Drug Users</th>
<th>Base Task $N_A$</th>
<th>Performance $S_A$</th>
<th>Monthly Firings</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0-0.1</td>
<td>0</td>
<td>138.12±5.67</td>
<td>44.25±5.66</td>
<td>0.52±0.32</td>
</tr>
<tr>
<td>0.1-0.2</td>
<td>0</td>
<td>111.87±0.78</td>
<td>65.89±0.59</td>
<td>0.3±0.29</td>
</tr>
<tr>
<td>0.0-0.1</td>
<td>12</td>
<td>126.10±4.25</td>
<td>55.78±4.25</td>
<td>0.2±0.26</td>
</tr>
<tr>
<td>0.1-0.2</td>
<td>12</td>
<td>105.53±1.49</td>
<td>72.36±1.55</td>
<td>0.1±0.19</td>
</tr>
</tbody>
</table>

4.3.2 Representational Impact

The relatively high early status (fitness) of the String agents and their lack of adaptability in contrast to the BDA based agents arises from the combinatorial character of the strings. A random string of substantial length must start with close to one-third of its loci assigned to each action. This happens, for the default parameter settings of the algorithm, to be an agent quite unlikely to be fired unless the actual arrangement of the characters leads to high stress and hence degraded productivity. The adaptive algorithm is able to rapidly sort out the order of actions and so we rapidly arrive at agents that have acceptable performance. Given that a relatively small number of changes are made to new agents generated by training, the string based agents lack the ability to change quickly. The multinomial distribution of tasks for the String representation are further explored in Chapter 6.

The BDAs are, essentially, evolvable pieces of code. They can easily generate all their actions with a very small number of states and so avoid the “I must be near average” effect that forces most strings to be uninteresting but acceptable virtual employees. A BDA can easily model an agent that does very little work (most actions are rest) or an agent that works to unrealistic expectations (burn-out), e.g. the BDA in Figure 4.3. One perspective on the change of representation is that the Strings and BDAs place a markedly different distributions on the space of behaviours. It is far easier to
encode various types of mistakes with a BDA, something that is reflected in their low performance early in runs of the adaptive algorithm. Conversely, BDAs are adaptive and can generate a novel adaptive behaviour in a few mutations. Since the states encode responses to situations, these behaviours are transferable and far easier for the variation operators to modify.

4.4 Conclusions and Next Steps

This study builds on a previous study of a simple agent based model in the workplace. Using BDAs instead of a String representation, simple decision making capabilities are encoded into the agents. Additionally, the model shows the impact of the incorporation of covert drug use. In comparing the String agent’s to the BDAs, the substantially better performance from the BDAs is likely due to their increased adaptive capability. This can also be attributed to the increased cognitive capabilities of the BDAs - they are aware of their own stress level and work performance thus far. As a result of having “memory” in the form of the descriptive statistics they use to make decisions, the BDAs have a more accurate representation of human behaviour and stress mitigation capabilities for more demanding working environments. While the base productivity begins at a lower state for the BDAs compared to the String representation, as time progresses, the BDAs overtake the String agents in productivity and generally have a lower number of firings and much higher status (fitness) than the String agents. When running the simulations for longer periods of time, 1200 time steps instead of 120, it is interesting to note that the BDAs begin their evolution around 90 to 100 monthly firings and consistently end with 0 to 1 monthly firings. This is important as it demonstrates the superior learning capabilities over the String agents who after 1200 time steps still have on average 5 to 10 monthly firings.

This model incorporates many simplifications but does allow for easy modifications
and extensions. The encoding of more complex agents enables not only decision making but the capabilities of agents to more accurately adopt the behaviour of mentors as demonstrated by the differences in agent representation. This is of real interest as it begins to more accurately mimic human behaviour. The changes to the results based on varying workforce sizes have yet to be explored. This would allow for more accurate study of an individual’s behaviour and their positive or negative effect on the workforce population.
Chapter 5

REDUCTION OF GENERALIZATIONS OF BINARY DECISION AUTOMATA

This chapter continues research on modelling stress. It reduces simplifications in the model by including stress decaying on weekends instead of resetting; drug-use behaviour is able to be learned and unlearned; and the individual stress tolerances are variable instead of static for all agents. Additionally the number of states in the BDA were varied to better understand the BDA representation and whether more states enables a more accurate representation of behavioural patterns.

This chapter continues to use a Binary Decision Automata as the representation for the agents. The goal of reducing the simplifications in the model is to allow for a more accurate representation of the real world workplace environment. This enhanced realism allows for more effective study of the interaction of stress and its effects on productivity in the workplace.

5.1 Design of Experiments

To establish how the model behaves a parameter study was undertaken with the fixed base values. A population of 120 agents was evolved for 120 months (10 years) using the parameters $0.03 \leq \alpha \leq 0.07$, $\beta = 0.2$ and $0.4 \leq \delta \leq 0.6$ with both $\alpha$ and $\delta$ chosen with a uniform distribution. The initial base productivity requirement was set to 60.
Both agents that are retrained and those that are newly hired are created by selecting a mentor and then adopting a mutated copy of the mentor’s BDA into the agent’s. Agents had the possibility of 3 maximum mutations during re-training and 6 maximum mutations when they are new hires. The actual number of mutations is chosen uniformly at random in the range from 1 to the maximum. The weekend stress reduction was set to 0.5.

The model was then tested with the parameters outlined in Table 5.1 to ascertain how each parameter effects the outcome of productivity and stress on agents. The design of experiments is such that values are individually changed one at a time from the initial baseline parameters. The number of states that each BDA possesses was changed to the values 4, 12, 36 and 108 respectively. The expectation was that each agent would need a minimum number of states to ameliorate the effects of stress and attain optimal productivity. The effects of varying the minimum base productivity required to avoid firing were then tested. These values were set at 45, 60, 75, 90, 105, 120, 135 and 150 out of a possible 240. The hypothesis was that as minimum required productivity increased the stress on the agents would increase as agents would have to spend more time working to meet minimum requirements.

The maximum number of mutations allowed for hiring and training were then varied separately. For the hiring of agents, the values were set at 3, 5, 10 and 25. The

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of BDA States</td>
<td>4, 12, 36, 108</td>
</tr>
<tr>
<td>Minimum Productivity</td>
<td>45, 60, 75, 90, 105, 120, 135, 150</td>
</tr>
<tr>
<td>Max New Agent Mutations</td>
<td>3, 5, 10, 25</td>
</tr>
<tr>
<td>Max Training Mutations</td>
<td>6, 10, 15, 25</td>
</tr>
<tr>
<td>Probability of Drug Use</td>
<td>0.01, 0.1, 0.25, 0.5</td>
</tr>
<tr>
<td>Weekend Stress Reduction</td>
<td>0, 0.1, 0.25, 0.5, 0.75, 1.0</td>
</tr>
<tr>
<td>Prob. of Adopting Drug Use</td>
<td>0.01, 0.025, 0.05, 0.1, 0.25, 0.5</td>
</tr>
</tbody>
</table>

Table 5.1: Parameters of the model that were tested.
expectation was that the greater the number of mutations on an agent upon hiring, the longer the training process for the agent to obtain optimal performance. Secondly, the maximum number of training mutations were varied to include 6, 10, 15 and 25. It was anticipated that the greater the number of mutations taking place during the training process, the greater the noise introduced into the system and consequently the lower productivities and higher stress for the agents. The weekend stress reduction was then varied to determine the significance of more rest. The values were set beginning at 0 and were then varied to 0.1, 0.25, 0.5, 0.75 and 1. It was predicted that the greater weekend stress reduction values would correlate with higher productivity and lower stress values.

5.1.1 Experiments with Drug Users

In previous research, the effect of drugs was established demonstrating that in general the individual productivity of a drug taking agent was found to be higher due to the substantially higher stress tolerance. However, this increased productivity was at the cost of increased firings and stress on the agents trying to match the drug taking mentors capabilities. In this paper, the ability for drug taking behaviour is adapted to allow adoption and rejection of drug taking behaviour. This addition to the model is governed by the probability of adopting or rejecting drug use behaviour and the probability of using drugs when an agent. The parameters for adopting the behaviour were set at 0.01, 0.025, 0.05, 0.1, 0.25 and 0.5. The expectation, based on past results, was that with an increased percentage of drug users, the mean stress of the overall population would rise and furthermore that the number of firings would increase as well. Secondly, the probability of using drugs when possessing the drug taking behaviour was set to 0.01 and varied to 0.1, 0.25 and 0.5. It was expected that the greater the usage of drugs, the higher the performance of the agent as well as the lower the stress tolerance. Furthermore, it was anticipated that when selected as mentors, the higher drug using agents would cause a drastic increase in the stress level of the training agents and consequently increase the
number of firings.

5.2 Results

Upon completing the parameter study and establishing how the model behaved, the outcomes were accurately hypothesized with a few exceptions. When varying the number of states that each BDA possessed the results to stress appeared to be valley shaped with the peaks of the valley representing the 4 state and 108 state BDA. The productivity and status of the BDA’s was highest at 12 states achieving an average base productivity of 63.04±10.49 and average status of 86.47±14.11. Finally the average number of firings for the 12 state machine was 67.02±22.72. By comparison to the worst BDA, the 108 state machine, the average productivity was 28.89±6.08, average status was 36.76±7.77 and average number of firings was 95.89±18.26. The maximum status attained by any BDA was achieved with 12 states and was 398.71. The average age of the agents in the population varied with the change of number of states. The results of average stress were valley shaped as well with the minimum occurring at 12 states and was 41.47±12.20 and the maximum again at 108 states and was 64.68±13.18.

When the minimum productivity requirement was varied, the results were similar until the productivity requirement was set above 135. The average productivity of 12 state agents steadily decreased beginning at 63.12±10.44 for a requirement of 45, and decreasing until 62.69±10.88 for a requirement of 135. However, when the requirement was set above 135 the productivity dropped to 7.21±2.04. This drop in productivity correlated with a substantial increase in the average number of firings from 69.61±21.78 at productivity requirement of 45 to 115.16±15.41 at requirement of 135. This was due to the entire population being fired and re-hired repeatedly due to the inability to meet the excessive productivity requirements. The status of the individual steadily decreased from 87.43±13.99 at a productivity requirement of 45 to 82.02±14.29 at a requirement
Figure 5.1: Outcome of productivity comparison of 12 states on the top to 108 states on the bottom using the base parameters of the model.

of 135. Again when the productivity was set above 135 the status of the individuals drastically dropped to 9.31±2.23. The average number of hours a week that agents
worked also decreased as the productivity requirement rose. The most hours worked per week on average occurred at a productivity requirement of 45 where the maximum value of 4.79 was achieved. Furthermore, when the productivity requirement was set to 150, the number of hours the agents work dropped to 0.42 correlating with the sharp increase in firings at this productivity requirement.

Evaluating the effects of the number of retraining and hiring mutations on the BDA seemed to match expectations. For low numbers of mutations in hiring, the model would adapt with a small range of variation in terms of productivity change and stress on agents. With 3 mutations during hiring, the average productivity was 63.03±10.49 decreasing to 58.99±10.80 at 25 mutations. Additionally, the average stress of agents was 0.88±0.03 at 3 mutations compared to 0.90±0.03 at 25 mutations. Investigating the effects of the retraining mutations, the effect was greater than that of the hiring mutations. A low number of retraining mutations preserved the states of the BDA more accurately and correlated to a much better productivity and status result for the agent. At 6 mutations during retraining, average productivity was 63.04±10.49 and average status was 86.47±14.11. Increasing the number of mutations to 25 for retraining yielded an average productivity of 46.65±10.02 and average status of 70.15±14.50. These results were anticipated. For the hiring process as the agents would evolve through the duration of the experiment the starting point would be less important. However for the retraining process, maintaining the states of the mentor is more critical as it is the aim of the agent to preserve good behaviour as accurately as possible. Consequently increasing the number of mutations set the population back in terms of evolving to an optimal productivity and stress tolerance due to the stochastic changes of the mutation.

Increasing the probabilities of drug use and adopting or rejecting drug use behaviour had little effect on the model. This was surprising as in past work, the effect of a low number of drug users compared to a high number of drug users was noticeable. In this study, the probability of spontaneously starting drug use had no effect. When the
probability of adopting drug use through training was increased, it increased the number of drug users in the population as expected however, had little to no effect on stress,
The most substantial effect on the model occurred when the weekend stress reduction of the agents was varied. For low stress reduction values, that is those greater than 0.75, the stress and the productivity of agents was much lower than for the high stress reduction values of less than 0.25. In these instances, the productivity decreased from $98.10\pm16.13$ to $47.46\pm8.17$ corresponding to values of 0.1 stress reduction and 1.0 stress reduction respectively. The effects of weekend stress reduction on stress can be seen in Figure 5.3 and on productivity in Figure 5.2. Furthermore, the stress of the agents decreased from $1.00\pm0.00$ to $0.86\pm0.03$ for the aforementioned stress reduction values. Note that higher values of stress denoted less stressed individuals. Thus for high weekend stress reduction values, the stress of individuals is reduced to its lowest possible value.

Another interesting reduction was that of the maximum possible status attained by agents. For a weekend value of 0.1 the maximum possible status peaked at 398.71 representing the best agents in the system. For a weekend value of 1, the agent’s status achieved the lowest possible status observed at 300.07. The number of hours an agent worked on average also correlated to the values of weekend stress reduction. For higher reduction values, the agent would work more hours on average per week achieving the highest possible values in the system of 5.21. With low reduction values, the agents worked less hours and attained a minimum hours worked per week of 3.89.

5.3 Conclusions and Next Steps

The number of assumptions used in the model were reduced in an attempted to upgrade the model into a more accurate representation of the real world. Consequently, building on the previous research on this model [6, 7], the additions in this study have created some useful parameters that will have to be studied further to ascertain their full effect. Employing the use of BDA’s to depict agent behaviour has proven to be more successful
Figure 5.3: The effects on overall stress for weekend stress reduction values of 0.25 as seen top, and 1 as seen bottom.

in comparison to past String representations of agents [6]. The BDA’s are proving quite adaptive to greater stress tolerances and work productivity requirements. This can
Figure 5.4: Stress and productivity of agents for base parameters of the model run for 1200 months.

be accredited to BDA’s adaptive behaviour and memory component contained within the inputs for the states. The number of states appears to drive the outcome of the
agents behaviour as is seen in Figure 5.1. It would seem that an agent requires enough states to make a basic decision but not so many that it takes longer to finish useful retraining than the duration of the simulation. Using this optimal number of states allows for increased adaptive and cognitive capability of the agents and establishes a more human-like representation of behaviour in the workplace. It is suspected that the increased adaptive capabilities of the BDA’s ameliorates the effect of drug users in most situations. There appears to continue to be a strong correlation between stress and work productivity as well as work productivity and status which suggests that although the model is simplified it seems to encapsulate many aspects and nuances of the workplace. This can be seen in Figure 5.4 where the effects of stress drop-off for long term simulations as agents fully adapt to their working environment.
Chapter 6

Further Analysis of String Representation

The performance of the String representation agents is investigated in further detail in this Chapter. As was noted in the experiments and parameter study conducted in Chapter 3, and subsequent representational impact analysis conducted in Chapter 4, String agents possessed average performance with only a few outliers. It was suspected this had to do with probability of the possible actions for each loci having a one third chance of being selected when the individual was initialized.

To further understand the impact of changing the probabilities for each action being initially selected, this study was conducted to ascertain the effect on status, productivity and stress of individuals. The results were then compared to the previous performance of the String agents described Chapter 3.

The probability of obtaining any given number of outcomes can be calculated. In the case of the String representation used, there were 3 possible choices to select from: 0 for rest, 1 for base task and 2 for special project. These three values comprised the alphabet from which the possible actions for each agent can be selected [3]. The total length of the string for each agent is 240 characters as outlined in Chapter 2.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation Length</td>
<td>120, 1200</td>
</tr>
<tr>
<td>Initial Rest</td>
<td>0.25, 0.3, 0.33, 0.4, 0.5</td>
</tr>
<tr>
<td>Initial Base Task</td>
<td>0.25, 0.3, 0.33, 0.4, 0.5</td>
</tr>
<tr>
<td>Initial Special Project</td>
<td>0.25, 0.3, 0.33, 0.4, 0.5</td>
</tr>
<tr>
<td>Base Productivity Requirement</td>
<td>60, 75, 90, 100</td>
</tr>
<tr>
<td>Mutation rate for Training</td>
<td>0.05, 0.1, 0.15, 0.25, 0.5</td>
</tr>
<tr>
<td>Number of Drug Users</td>
<td>0, 5</td>
</tr>
</tbody>
</table>

Table 6.1: Parameters of the model that were tested.

6.1 Design of Experiments

For this study the initial probabilities were modified in the code from a fixed one third probability for each possible action to two parameters: \( Prest \) and \( Ptask \). From this the probability of the special project was established by \( 1 - Prest - Ptask \). The baseline parameters for the experiments conducted are the same as those found in Table 3.1. Following the variation for the distribution of tasks, the number of drug users were modified between 0 and 5. The base productivity requirement was also varied beginning at 60 and increasing in intervals of 15 to a maximum of 100. The mutation rate for training was also varied with values of \( \mu = 0.05, 0.1, 0.15, 0.25, 0.5 \) to determine its impact on the training with different distributions. Finally the simulation lengths were selected as 120 and 1200. A concise listing of all the parameters tested can be seen in Table 6.1.

6.2 Results

The near average performance of the String representation seen in Chapter 3 could be overcome when the initial distribution of the base task was varied. When the initial distribution of actions is varied, the results significantly change the performance of the agents. With low initial values for the base productivity, noisy oscillatory behaviour is exhibited as seen in 6.4. When the parameter \( Ptask=0.25 \), the agents achieved very low
status and productivity. In many cases the status achieved was 0 and the productivity achieved a low for the experiments at 59.57±1.19 when the productivity requirement was set to 75 and the initial distribution for \( P_{task} = 0.25 \). This is likely due to the fact that the agents need to adapt their poor working behaviour to match those expected of the minimum productivity requirement. In contrast to this the stress of the agents was lowest on average when the initial Prest values were highest achieving a maximum stress value of 0.99±0.01. In general when the Ptask values were higher, the overall number of firings decreased to a minimum of 0 when \( P_{task} = 0.5 \). When the parameter for retraining mutation was varied, results remained very close suggesting that mutation did not have a significant impact on the retraining of agents. With the addition of 5 drug users into the population when the initial distributions was set to a fixed one third, the results were the same as observed in Chapter 3. However, with values for Ptask set to 0.5 there was little variance observed in all the results suggesting that if the initial base task distribution is high enough, the effect of adding drug users can be ameliorated due to the agents possessing an sufficient capacity to meet the stress and work requirements of the drug mentors.

When the initial base task productivity was set to a one third probability for each task as per the original structure for the String representation in Chapter 3, the expected result occurred. This consisted of a steadily improving population as seen in Figure 6.2. Overall stress for agents increased when the base productivity requirement was set higher and additionally it was discovered that when values for \( Prest \) were decreased, the stress increased as well. Note that for the averages of the special tasks, when values for base productivity were set to 60 and 75, the results appeared to be normalized around the distribution of \( P_{task} = 0.33 \). However when the productivity requirement was set to 90 the results reversed and formed a u-shape, seen in Table 6.2.

When covert drug users were added into the simulations, the result of changing the distribution seemed to ameliorate the effects seen before. The model demonstrated less
Figure 6.1: Productivity plot of the String representation with initial distribution of rest, base task, and special project as 0.33, 0.33, and 0.33, respectively. This test was conducted with all other parameters matching those in Table 3.1 with the inclusion of 5 covert drug users with a stress tolerance of $\alpha_d=0.005$.

variance than was expected when drug users were added. In Chapter 3 it was noted that when drug users were added into the simulation, the productivity of the agents diverged, as seen in Figure 3.5. In contrast to this Figure 6.1 demonstrates that the productivity no longer diverges; however, the overall movement of productivity is more noisy and oscillatory.

### 6.3 Conclusions

This study aimed to further explore the complexities of the String representation and the near average performance of the agents. While several of the hypotheses were affirmed, the agents exhibited much more diverse behaviour than originally expected. In particular, the noisy oscillations seen in Figure 6.4 and the ceiling of productivity in Figure 6.3...
Table 6.2: Average of special task results.

<table>
<thead>
<tr>
<th>Min. Prod</th>
<th>Ptask</th>
<th>Special Task Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>0.25</td>
<td>59.97±1.22</td>
</tr>
<tr>
<td>60</td>
<td>0.33</td>
<td>79.45±0.99</td>
</tr>
<tr>
<td>60</td>
<td>0.5</td>
<td>55.87±1.12</td>
</tr>
<tr>
<td>75</td>
<td>0.25</td>
<td>60.43±1.25</td>
</tr>
<tr>
<td>75</td>
<td>0.33</td>
<td>79.05±1.23</td>
</tr>
<tr>
<td>75</td>
<td>0.5</td>
<td>56.37±1.15</td>
</tr>
<tr>
<td>90</td>
<td>0.25</td>
<td>79.05±1.23</td>
</tr>
<tr>
<td>90</td>
<td>0.33</td>
<td>55.87±1.12</td>
</tr>
<tr>
<td>90</td>
<td>0.5</td>
<td>63.19±1.10</td>
</tr>
</tbody>
</table>

Figure 6.2: Productivity plot of the String representation with initial distribution of rest, base task, and special project as 0.33, 0.33, and 0.33, respectively. This test was conducted with all other parameters matching those in Table 3.1.

demonstrate that further investigation into the behaviour of the String representation should be conducted in the future if used to model stress in the workplace. It would also appear that the mismatching of stress profiles due to training with a drug mentor can
Figure 6.3: Productivity and stress plot of the String representation with initial distribution of rest, base task, and special project as 0.25, 0.50, and 0.25, respectively. This test was conducted with all other parameters matching those in Table 3.1.
Figure 6.4: Productivity and stress plots of the String representation with initial distribution of rest, base task, and special project as 0.5, 0.25, and 0.25, respectively. This test was conducted with all other parameters matching those in Table 3.1.
be overcome by setting the initial $P_{task}$ distribution higher than the equally distributed values as was done in Chapter 3.
Chapter 7

Conclusions and Future Research

This study demonstrates that Computational Intelligence can be effectively utilized to model complex social issues such as stress in the workplace. Agents encoded through String representations yield solutions to the model however the complexities due to fixed distribution of tasks needs to be researched further to ascertain the full potential of the representation. The BDA representation was a more effective predictor for modelling the nuances of the real world in comparison to the String representation. While corporate drug use increases individual productivity, this increase leads to a lower overall productivity in the organization due to an increased number of firings. Adding a weekend stress reduction parameter resulted in the overall productivity of the organization being lower, but is a more realistic depiction of reality. Varying the multinomial probabilities of tasks for the String agents affects agent performance and leads to more diverse performances. Overall this model, albeit simplified, is a useful foundation for further research and is of importance in attempting to establish a healthy work-life balance for individuals and maximizing corporate productivity.

7.1 Future Work

The rationale behind the technology used in this study was to contribute to research in the field of work-life balance. However throughout the research, many additional novel
applications of this model were discovered. It is hoped that once the simplifications have been reduced in the model that actuaries and insurance companies can use the model to tailor their health insurance policy premiums to different job types for individuals. Further research into the mitigation of the ill effects of stress on the body under certain controlled circumstances could establish a greater understanding of how the body reacts in a biological sense to stressors [18, 42, 49, 56]. If the agent’s representation was increased to measure biological components such as interleukin-6 and epinephrine, the relationships between cognitive and physical performance could also be better understood. Through the maximization of eustress in individuals a maximally productive state from employees can be achieved and organizations can benefit from increased corporate productivity and ultimately profit. Additionally, employees could have a greater appreciation for work and enjoy their lives on a daily basis leading to more career fulfilment [20]. If the predictive model of stress were enhanced and tested against real world data sets, governments and corporations could use the model as a framework to test further policy changes to establish the social and economic impact before implementing the change. Moreover, the framework could be used by organizations to study possible means of maximizing eustress through initiatives. Finally, should the biological component be further established, the model could be used as a predictive test for the increased risk of developing certain medical and mental health conditions amongst employees. For example, an employee that logs a substantial number of work hours for prolonged periods of time has a greater propensity to develop medical conditions such as obesity or heart disease and could also experience the effects of depression. An advanced version of this model could potentially identify individuals at risk and management could intervene to reduce the stress loads of the individual to healthier levels.
7.1.1 Modifications and Simplifications

As there are many possible areas of enhancement to the model, some changes can be made to more accurately model stress in the workplace. Some of the interesting possibilities include:

- Stress decays by a fixed parameter over the weekends in the model however it does not model the possibility of agents having to work on weekends. It would be more accurate to allow agents to work on the weekend and still allow for rest.

- Allowing the model parameters to vary during the simulation would enable more complex interactions to take place. The value of individuals could be adjusted during the simulation to model new work requirements or life events.

- Currently covert drug use is tolerated within the organization. Allowing for agents to be fired if found to be using illicit compounds would more accurately depict reality.

- Incorporating different drug profiles would enable the study of effects of harmless stimulants compared to harmful illicit compounds. This would involve adding in the long term ill-effects of drug use possibly by increasing $\alpha$ values for the short term but substantially reducing them in the long term. Secondly, the productivity loss associated with long term drug use would need to be addressed.

- Having social and non-social rest periods would allow for the effects of spending time with colleagues, lunches out at work and meetings with one’s boss as a possible way of advancing one’s career. Furthermore, the more complicated effects of modelling rest at home could be modelled as not all time at home is restful.

- Introducing more than one special project that an agent could undertake would more accurately portray reality as there are many options for additional work one
could choose. To do this though there would need to be a minimum investment of
time from an individual into a project to have the possibility of a pay-off.

- Using contact networks from epidemiology would allow for the modelling of net-
  works within an organization. Each team would be a network and thus the effects
  of stress diffusing through a network could be established.

- Incorporating the notion of teams would allow individuals to share credit for work
  and allow for additional outlets for the diffusion of stress. Furthermore, agents
  in the group could additionally train one another to help further their careers
  together.

- Introducing possible policy changes in the model could allow for effects such as
  time off for being overworked thereby reducing the alpha value for individuals.

- Modelling the effect of social networks within a given organization would allow
  for the study of different standards for individuals. For example, an employee
  who is a personal friend of someone in management might have a different base
  productivity requirement and might also be assigned as a mentor in spite of their
  actual productivity. Consequently this would allow for the modelling of nepotism.

- Modelling prisoner’s dilemma through cooperating (choosing to work) or defecting
  (resting all the time).
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