ABSTRACT

The proper design of a bioremediation strategy for petroleum-contaminated sites requires a reasonable estimate of the biodegradation rate constant, which is not easy due to spatial heterogeneity. Accordingly, predictive models were developed by completing a bioventing study at the meso-scale. Reactors holding 4 kg of disturbed soil were tested using five different types of soils. Using statistical analysis, a two stage process was observed, with a fast rate of hydrocarbon degradation in the first 8 d and a slower rate in the remaining 22 d. Review of the correlations showed that the initial population of petroleum degrading bacteria and increasing silt content had a positive effect on the degradation. A negative impact on the degradation rate was seen by increasing the fraction of organic matter and clay content. Comparison of previously completed micro-scale and meso-scale degradation rates gave a scale-up factor (SF) of 1.8±0.5. Soils with an increased sand fraction had slightly higher SF values, whereas soils high in organic matter content had lower SF values. The measured SF values and developed correlations will help practitioners with site closure decisions, and indicate the need for additional SF work to allow better transfer of meso-scale data to the field.
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1.0 Introduction

Soil contaminated with petroleum hydrocarbons is a global issue because of the potential human health risks from the carcinogenicity of some hydrocarbon compounds. Therefore, contaminated soil requires cleanup. An emerging remediation option is bioventing. Bioventing is an in-situ, cost effective technology (Khan et al., 2004), where indigenous microorganisms are stimulated by providing favorable conditions for aerobic biodegradation of contaminants (Leeson and Hinchee, 1996). This technology has been evaluated in the laboratory at the micro-scale (Moller et al., 1996; Zytner et al., 2001; Eyvazi and Zytner, 2009), and at medium or larger scale (Chang et al., 2011; Khan and Zytner, 2013) for the treatment of petroleum contaminated soils.

Besides the significant effect of soil physical-chemical properties on the biodegradation rate, limited work at the micro-scale (e.g., 200 g) and meso-scale (e.g., 4 kg) has been undertaken to relate the soil properties with the degradation rate constant. Moreover, understanding the scale dependent phenomena are the major challenges faced by the use of bioventing for successful implementation of laboratory data at the field scenario. Accordingly, the main objective of this study was to develop a regression model by correlating the degradation rate coefficients with the soil and biomass parameters from meso-scale bioventing experiments for different soils. These correlations will help estimate the degradation rate constants for various site conditions. Comparison of these rates to those previously obtained at the micro-scale (Eyvazi and Zytner, 2009), would permit a determination of the scale-up factor. Having the correlations and scale-up factor gives consultants useful tools to improve the assessment of site closure times.

2.0 Overview
The entry of petroleum hydrocarbons into soil is typically related to industrial spills, leaking underground storage tanks and leaking piping systems within the vadose zone (Lee et al., 2006; CCME, 2008; Eyvazi and Zytner, 2009). Once the petroleum hydrocarbons are in the soil, there is the concern about its migration into the groundwater. Bioventing is an in-situ treatment technology for gasoline contaminated soils, where bio-stimulation of native petroleum degrading bacteria make it a viable, cost-effective and less destructive technology for the aliphatic and aromatic hydrocarbons present (Khan et al., 2004; McCarthy et al., 2004; Lee et al., 2006; Chang et al., 2011).

Despite the very encouraging results of bioremediation at the micro-scale, there is no single degradation rate that represents a variety of site settings and types of soils (Davis et al., 2003; Aichberger et al., 2005; Chang et al., 2011). In order to assist practitioners in making judgments, Brook et al. (2001) developed a correlation that related the degradation rate with nitrate and ammonia concentrations, while Zytner et al. (2001) related the degradation rate constant ($k$) to $O_2$ and temperature. Moreover, Eyvazi and Zytner (2009) further improved the correlation by including water contents and biomass into the model. Similarly, Jiang et al. (2011) conducted a field study and tried to evaluate the correlation of degradation rate coefficient with different petroleum compounds available in the soil.

Most of the literature studies have been carried out at the micro-scale, while limited literature exists on correlations at the larger scale. Not having these larger scale correlations makes it difficult to predict bioremediation behaviour, affecting planning decisions and the successful implementation of bioventing technology.

A recent study at the meso-scale showed that hydrocarbon degradation was a two stage process with a faster degradation rate in the initial eight days followed by a slower degradation rate for the remaining days of the 30 d treatments (Khan and Zytner, 2013). Degradation results measured at the meso-scale were compared with the rates determined through micro-scale correlation presented by Eyvazi and Zytner (2009). The comparison gave scale-up factors varying from 1.9 to 2.7 for the three types of soil considered. These differences in results between the meso and micro-scales show the importance of scale dependent factors when transferring laboratory
results to the field. Accordingly, Khan and Zytner (2013) suggested that the Eyvazi and Zytner (2009) correlation be revised by incorporating the scale-up affects to better estimate the $k$ values for the range of soils studied. Accordingly, this paper studied two additional soils to provide data for a larger range of soil properties, which allowed for a thorough statistical analysis to be undertaken.

### 3.0 Materials and Methodology

Four types of soils having varied characteristics were collected from different research stations of the University of Guelph, ON. One soil was collected from the Elora Research station situated 21 km north-west of Guelph, with the second being from the Delhi Research station which is 120 km south of Guelph. Two other types of soils were collected from two different fields at the Ridge Town Research complex. Ridge Town is located around 200 km south-west of Guelph. A fifth type of soil was prepared by mixing an equal mass of Elora and Delhi soils.

All soils were air dried and then sifted by passing through a 2 mm sieve. Elora, Delhi and Mixed soils were similar to the soils used by Eyvazi and Zytner (2009). However, the two Ridge Town (RT) soils had slightly dissimilar properties mainly due to different texture. Soil classification and characterization was done by the Soil Laboratory at the University of Guelph Laboratory Services Division. The physical and chemical properties of the five soils are summarized in Table 1.

Medium scale reactors, named meso-scale reactors (MSR) were used in the bioventing experiments to better mimic the bioventing process taking place in the field (Khan and Zytner, 2013). Figure 1 gives a sketch showing principal parts of the meso-scale reactor.

A total of 18 experiments were conducted, with 6 replicates each for Delhi and Elora soils. Three replicates were done with Mixed soil, two with RT-1 and one confirmation experiment using RT-2 soil. Every single trial involved four reactors for measuring the decline of gasoline concentration in soil. For the all experiments excluding RT-2, two extra reactors were added for biotic and abiotic control.

As the soil was stored dry in bags, preliminary testing showed that the microorganisms were in the inactive state. Reactivation of the biomass was enhanced by adding to the soil nutrients and
water several days before the start of each experiment. Ammonium Chloride (NH₄Cl) was used as the source of nitrogen with synthetic gasoline as the carbon source to achieve a C:N ratio of 10:1 (Eyvazi and Zytner, 2009), which was shown to be sufficient. The desired soil water contents, 50 to 70% of soils field capacity were maintained in the soil during the treatment period. A Hydrosense reflectometer (Campbell Scientific®) was used for frequent monitoring of the soil water content.

Synthetic gasoline at a concentration of 4000 mg/kg was added to the soil in a closable container and then mixed manually for about fifteen to twenty minutes. The composition of the synthetic gasoline by mass was 3.2 % Naphthalene, 11.9 % 1,3,5-Trimethylbenzene, 23.9 % m-Xylene, 36 % Toluene and 24.9 % Isooctane (Shewfelt et al., 2005; Eyvazi and Zytner, 2009; Khan and Zytner, 2013).

The key parameters monitored during the treatments were concentration of total petroleum hydrocarbon (TPH) in the soil, air flow rates, volatilization loss of gasoline and concentration of oxygen in the off gases. Soil pH, soil water content, room temperature and population of petroleum utilizing bacteria were also monitored (Khan and Zytner, 2013).

The air flow rate of 0.42 ml/min was achieved by drawing air through industrial hygiene pumps (Gilian, model: LFS-113DC). Air flow meters (Gilmont Micro Flow Meter, Model: GF-9760) were used to calibrate the pumps. Figure 2 shows the experimental system in the fume-hood, along with associated equipment such as: oxygen meter, reflectometer, suction pumps, air flow meter, and MSRs.

The amount of hydrocarbon volatilization was determined by carbon sorbent tubes (Supelco ORBO® 32 Small) which were installed in the suction line. Likewise, the oxygen level in the off gases was monitored by using flow-through head (Model AO-002) of the Apogee Oxygen Meter (Model: MO-200 Series) (Khan and Zytner, 2013).

Biotic and abiotic control reactors were set up in sequence with the experimental reactors. It was expected that a variation in the population of petroleum degrading bacteria in soil would directly relate with the gasoline contamination and its breakdown. Biotic control was run in order to see the difference in microbial population where all conditions were the same except for the use of clean soil.
Similarly, a small initial population of petroleum degrading bacteria in contaminated soil was likely to degrade gasoline at a very low rate (Eyvazi and Zytner, 2009). In view of that, an abiotic control was run parallel to the experimental reactors to test the decline of gasoline concentration. In the abiotic control, the initial population of bacteria was reduced where soil was spiked with the same concentration of hydrocarbon. The biotic control was the same as the experimental reactors except the addition of gasoline. However, the abiotic control was prepared by sterilizing soil through a dry heat method (Wolf and Skipper, 1994; Alef and Nanniperi, 1995; Trevors, 1996; Khan and Zytner, 2013).

The population of petroleum degrading bacteria (PDB) and total heterotrophic bacteria (THB) were evaluated using the spread plating technique previously reported in Shewfelt et al., (2005) and Eyvazi and Zytner (2009). In this technique, Bushnell-Hass (BH) culture medium was prepared and placed in Petri plates along with gasoline at a dose of 4 g/L as the carbon source. To test the soil, 5 g soil was collected with sterile tools and placed in 45 mL of sterile sodium pyrophosphate solution and shaken for about 1 h at 200 rpm to separate the attached microorganisms from the soil. The suspension was then serially diluted. From each dilution, 0.1 mL of suspension was spread on the BH medium. The colonies were counted after 7 and 14 days of incubation at 25 °C ± 1 °C.

Methylene chloride was used as the solvent to extract gasoline from both soil and sorbent tube samples. A gas chromatograph (GC) equipped with a DB5 capillary column from J & W Scientific (dia. 0.32 mm, length 30 m and film thickness of 1 µm) and a flame ionization detector (Hewlett-Packard 5890 Series II) was used to analyze total petroleum hydrocarbons extracted from soil and sorbent tube samples. The system was equipped with an auto sampler, Hewlett Packard (HP 7673). The oven and detector temperature was set at 300°C, with an oven ramp program that had an initial temperature of 40°C for 2 min. followed by a 5°C/min ramp rate to a temperature of 100°C. The temperature then increased up to 250°C at 10°C/min rate and was held at this temperature for 3 min. The total run time was 32 min.
3.1 Statistical Methods

The collected data was analyzed using graphical and statistical methods. Computer software such as: SYSTAT (Eyvazi and Zytner, 2009; SYSTAT, 1992), R (R, 2013) and Microsoft Office Excel (MSE) (MSE, 2007) were used in the data analysis. R is free software that is very popular software for statistical analysis. Statistical analysis was started by using MSE in which the Pearson correlation coefficient test was conducted. After reviewing the Pearson coefficients to identify which predictive variables should be included in the model, the two way stepwise regression analysis was initiated based on the procedure first proposed by Efroymson (1960).

The selected predictive variables were used in constructing draft correlations. The draft correlations were then checked using a sensitivity test. A manual sensitivity test was conducted by changing the value of the explanatory variables while keeping other variables constant and observing the effect on the dependent parameter (degradation rate constant).

Comparative evaluation of the correlation developed by Eyvazi and Zytner (2009) at the micro-scale with the developed Stage-2 correlation assisted with determining scale-up factors. Equation 1 displays the Eyvazi and Zytner (2009) micro-scale correlation:

\[
\ln k_E = 2.803 \times PDB + 0.21 \times \text{Sand} + 4.886 \times \text{OM} - 0.094 \times \text{Clay} - 0.004 \times (SW \times \text{Sand}) - 0.021 \times (\text{Sand} \times PDB) - 0.632 \times (\text{OM} \times PDB) + 0.004 \times (SW \times \text{Clay}) - 23.5
\]  

(1)

Where:

\( k_E \) = first order degradation rate, d\(^{-1}\)

\( PDB \) = initial population of petroleum degrader microorganisms in soil, log colony forming units (CFU/g of soil)

\( \text{Sand} \) = sand content, %

\( \text{Clay} \) = clay content, %

\( \text{SW} \) = soil water content, %

\( \text{OM} \) = organic matter content, %
Values of soil and biomass variables were plugged into Equation 1 to assess the micro-scale degradation rate constant, referred to as Eyvazi's \( k \) (\( k_E \)). Similarly, the newly developed correlation for second stage degradation was used to estimate \( k_{\text{Stg2-P}} \), where, \( k_{\text{Stg2-P}} \) is the predicted value of degradation rate constant for Stage-2. The ratio of \( k_{\text{Stg2-P}} \) and \( k_E \) (i.e., \( k_{\text{Stg2-P}} / k_E \)) gives the estimated value of scale-up factor (SF) for each type of soil.

### 4.0 Results and Discussion

Previous studies suggested that the data should be broken into two groups or analyzed with a more complex model (Shewfelt et al., 2005; Zytner et al., 2006; Maletić et al., 2009; Khan and Zytner, 2013). Hence, the data recorded through experiments was initially analysed to verify the two stage degradation trend and then improved with two additional soils to increase the application range of the correlations and provided additional points for a thorough statistical analysis. This is followed by the analysis and development of stage-wise correlation models, and then the scale-up factor.

#### 4.1 Two Stage Degradation

The observed soil hydrocarbon data was analyzed using semi-log\(_e\), where the degradation rate of hydrocarbon in soil was determined by plotting log\(_e\) of the gasoline concentration versus time. The resulting slope, or coefficient of time in the exponent was taken as the degradation rate constant (\( k \)).

Previous analysis done by Khan and Zytner (2013) utilizing Delhi, Elora and Mixed soils with similar experimental settings, found that the biodegradation of hydrocarbon in the meso-scale was a two stage process with a faster rate during the first 8 to 11 days. Khan and Zytner (2013) introduced \( d_8 \) to \( d_{11} \) as the transition period during which the degradation transferred from Stage-1 to Stage-2.

In order to determine the appropriate transition day from Stage-1 to Stage-2, the inflection points of all the degradation curves for each experiment were analyzed. The analysis gave an average value of the transition day as 8.4 \( d \) for Delhi soil, 8.0 \( d \) for Mixed soil and 8.5 \( d \) for Elora soil.
To confirm this two stage trend, two additional experiments were completed using RT-1 soil and one additional treatment with RT-2 soil. Figure 3 displays the pooled results for the two stage degradation trend for RT-1 soil. Similarly, Figure 4 displays the two stage degradation trend for RT-2. The average inflection point from Stage-1 to Stage-2 for both the RT soils was 8.3 d.

In order to find statistical support for the selected 8 d transition point, analysis of all 18 inflection points from all the experiments completed with the 5 soils was done. The result was an average transition time of 8.4±0.6 d, which confirms that d8 was a reasonable transition point from Stage-1 degradation to Stage-2 degradation. Moving forward, all data sets were split into two groups for analysis, with Stage-1 referring to d0-d8 and Stage-2 referring to d8-d30.

In addition to the degradation trends observed in Figures 3 and 4, there was also a fast increase in the microbial population in the first eight days, followed by little change in PDB population. Khan and Zytner (2013) reported that the highest population of petroleum degrading bacteria was between d7-d8, followed by minimal variation in PDB for the remaining period of treatment. As such, Stage-1 can be considered the time where the ideal conditions allow the dormant microbes to become highly active due to plenty of food and nutrients present in the soil. Stage-2 is then the time where the microbes attain a normal population, providing a rate of hydrocarbon degradation that approaches a realistic and balanced state. The balanced state is defined as the second stage of degradation in which microbial function was continuous and stable for the remaining 22 days.

### 4.1.1 Degradation Rate

Table 2 summarizes the experimental values of the first order degradation rate constants for both stages for the five different tested soils. The observed value of the degradation rate constant at Stage-1 was designated as $k_{Stg1-Obs}$, while the degradation rate for Stage-2 was designated as $k_{Stg2-Obs}$. Also given in Table 2 is the overall $r$-squared values for each determined degradation rate,
along with how many data points were used. The various values show that the quality of data is good and repeatable.

The degradation rate constant for each soil was measured by regressing the combined data of the various treatments completed for that soil. The exponential trend lines fitting the data for d0-d8 and d8-d30 represented the trend of pooled data for each distinctive soil. The previously reported first order degradation rate constants for Stage-1 were 0.60 d⁻¹ for Delhi, 0.48 d⁻¹ for Mixed soil and 0.46 d⁻¹ for Elora (Khan and Zytner, 2013), while for the current study, values of 0.41 d⁻¹ for RT-1 and 0.44 d⁻¹ for RT-2 were also determined. Likewise, the regressed degradation rate constant reported for Stage-2 were 0.12 d⁻¹ for Delhi, 0.09 d⁻¹ for Mixed soil, 0.08 d⁻¹ for Elora, 0.04 d⁻¹ for RT-1 and 0.04 d⁻¹ for RT-2 soil.

The highest rate of degradation measured was for Delhi soil, while the lowest rate of degradation was obtained for RT-1. Composition of the soil suggests that parameters such as cation exchange capacity (CEC), OM, PDB and soil texture are important factors in controlling the degradation rates. Delhi soil had the highest sand fraction at 85 %, while sand content in RT-1 was only 56 %. Organic matter was 1.1 % in Delhi and 3.5 % in RT-1. The initial population of petroleum degrading bacteria was 6.1 CFU/g in Delhi soil and 6.6 CFU/g in RT-1 soil. Similarly, the CEC in Delhi soil was 4.9 cmol/kg of soil, while CEC in RT-1 was 15.2 cmol/kg.

The larger fraction of sand in the Delhi soil along with the larger pore size and sufficient water can facilitate the mobility of microbes. Conversely, higher clay contents, 17.1 % in RT-1 as compared to 5.3 % clay in Delhi soil might have reduced the pore size, affecting the mobility of microbes and their access to food in RT-1. This also shows that a larger ratio of volume of soil/surface area provided a better environment for microbial activity in soil. As such, the microorganisms obtained better access to both carbon and nitrogen sources of food in Delhi soil, resulting in a higher degradation rate. Results also revealed that a larger fraction of OM caused a major hindrance to the rate of biodegradation and this parameter will be discussed further later on.

Overall, higher rates of degradation were determined on the larger scales when compared with micro-scale results. The negligible volatilization of gasoline reported by Khan and Zytner (2013)
as 0.03 % of the initial gasoline concentration through two a stage carbon sorption system and the rapid increase of microbial population demonstrated better aerobic degradation conditions at the meso-scale. This was possible by the good aerobic setting where the oxygen content in the soil remained at 18-20 % and represents real site conditions. The current findings strengthen the importance of using two stage correlation models when evaluating the degradation of gasoline at field scale.

4.2 Correlations Analysis

The correlation analysis was carried out by using the results from all the experiments. The observed data was broken into Stage-1 and Stage-2 groups as discussed in Section 4.1 and regressed accordingly.

4.2.1 Stage-1 Correlation

The values of the degradation rates for Stage-1 \( (k_{Stg1-Obs}) \), were plotted against the corresponding fractions of soil texture, organic matter, soil pH, and initial population of petroleum degrading bacteria (PDB). Figure 5 shows a gradual increase in the degradation rate with an increase in soil sand content, while the value of \( k_{Stg1-Obs} \) decreased with an increase in values for the remaining five variables. Moreover, the high values of coefficients of determination for clay \( (R^2=0.74) \), organic matter \( (R^2 = 0.81) \) and pH \( (R^2 = 0.81) \) suggested a considerable relationship of these three variables with \( k_{Stg1-Obs} \). The individual relationships of the remaining parameters appeared to be less significant.

The increasing trend of hydrocarbon degradation with the increment of sandy fraction may be due to larger pore size in the soil column and better availability of oxygen for aerobic microbial activity. However, the decline of the degradation rate constant with the increase in initial population of petroleum degradation bacteria and very low \( R^2 \) value of 0.45 was expected as discussed earlier in Section 4.1 for the comparison of Delhi and RT-1 soils. The decline of \( k_{Stg1-Obs} \) with increasing PDB could be linked with the higher initial population of PDB in Elora and Ridge Town soils.
Figure 5 shows the good relationships of the individual variables with the degradation rate constant \( (k_{Stg1-Obs}) \). However, these results cannot be generalized without evaluating the combined impact of the input parameters on \( k_{Stg1-Obs} \) values. Therefore, further data analysis was carried out by using a Pearson correlation test (MSE, 2007) to investigate the correlation between \( k_{Stg1-Obs} \) and input parameters. The square matrix given in Table 3 displays the relationship between the degradation rate constant \( k_{Stg1-Obs} \) and other covariate factors. The results show a positive correlation between the degradation rate and sand content while all other factors demonstrated a negative relation with \( k_{Stg1-Obs} \).

Further review of the Pearson coefficients in Table 3 show that the model expressed a multicollinearity problem, where a strong correlation exists between sand, pH, CEC and SW. Three fractions of soil (sand, silt and clay) are naturally interconnected as their sum always makes 100 %. This kind of multicollinearity can lead to imprecise estimates of coefficients. As such, the removal of strong inter-correlated variables can reduce multicollinearity significantly. Sand, silt, clay and CEC all displayed strong correlation with the majority of the covariates as compared to their relationship with the response variable \( (k_{Stg1-Obs}) \). For example, the Pearson coefficient for the relation of sand with \( k_{Stg1-Obs} \) was 0.72. However, sand displayed a strong correlation with most other covariates, as all the Pearson coefficients for all covariates exceeded 0.72 except for PDB which was 0.44. A similar problem was observed for silt, clay and CEC. The Pearson coefficients for the relation of CEC with \( k_{Stg1-Obs} \) was 0.78, while CEC was strongly related with most other covariates as the Pearson coefficient was higher than 0.78, except for PDB which was 0.52.

Soil fraction and CEC cannot be controlled during the bioventing operation. However, the removal of CEC and one of the soil fractions from the predicting variables, for example sand, can lessen the influence of multicollinearity. Both SW and pH faced a similar issue. However, these parameters can be controlled during experiments; so, SW and pH were retained for further stepwise testing for their significance to the model. The variables such as PDB and OM were not omitted from the regression analysis since the intensity of their multicollinearity was less than the removed variables. For example, the Pearson coefficient for the correlation of OM with \( k_{Stg1-Obs} \) was 0.9, which
was higher than most variables except three, clay, CEC and SW. Since it was already decided to omit CEC, only two covariates were problematic when comparing all six with sand and CEC, suggesting the removal of SW. Thus, silt, clay, OM and PDB were kept as input parameters for further analysis. The parameter pH was also removed as it had a minimal impact on the degradation rate (small Pearson coefficient in Table 3), plus only a small range of pH was studied, 6 to 8.

After failing with the linear stepwise regression technique due to negative $k$ values, and a power analyses, stepwise regression model using natural loge (ln) to transform $k_{Stg1-Obs}$ was considered, which ensured a degradation rate $k$ above zero. The form of the ln$k$ model is given in Equation 2:

$$
\ln k = X\beta + \varepsilon \quad (2)
$$

where:

- $k$ = degradation rate constant (d$^{-1}$)
- $X$ = any input variable
- $\beta$ = coefficient of variables
- $\varepsilon$ = intercept of the slope for linear equation

The regression analysis showed that silt, clay, OM and PDB values all correlated with ln$k$ at least at a significant level of 5%. Table 4 gives the coefficients for the significant factors and the associated standard errors, and the p-values of these estimates. The coefficients of silt and OM both had three stars under significant codes, which indicates these parameters are highly significant at less than 0.001, meaning that the chance of variation in the estimate of ln$k$ is 0.1%. This is seen by the p-value of 0.0004 for silt and 0.0001 for OM. Likewise, the p-value for PDB is 0.0034, and has been given two stars as the significant code, which suggest a 1% level of significance. The p-value for clay is 0.0419, given a single star, which shows that the level of significance is 5%. In short, the correlation of all the selected parameters with ln$k$ possess 95% confidence level or better for
accuracy and that silt, clay, OM and PDB are important factors. Equation 3 describes the final fitted model for Stage-1:

\[
\ln k_{\text{Stg1-P}} = 0.0116 \times \text{Silt} - 0.0191 \times \text{Clay} - 0.3168 \times \text{OM} + 0.6618 \times \text{PDB} - 4.166
\]  

(3)

Figure 6 shows the plot of the fitted \(\ln k_{\text{Stg1-P}}\) (solid line) given by Equation 3 against the observed \(\ln k_{\text{Stg1-Obs}}\) data. Both sets of data, predicted (\(\ln k_{\text{Stg1-P}}\)) and observed (\(\ln k_{\text{Stg1-Obs}}\)) compare well, with a high value of \(R^2\) at 0.93.

Sensitivity of the explanatory variables was manually evaluated by increasing the value of one of the explanatory variables and holding the others constant. For example, while holding clay, OM and PDB as constants, and increasing the silt fraction by one unit, \(\ln k_{\text{Stg1-P}}\) increased by 0.012 units. With \(\log_e\) being used, the degradation rate \(k_{\text{Stg1-P}}\) will increase by exp 1.012 fold. The result indicates that the newly developed correlation for Stage-1 is sensitive to minor variation in the explanatory variables. The most sensitive variable was PDB, because it has the largest value of the coefficient in the Equation 3. Taking Delhi soil as an example and increasing initial population of PDB by 0.1 unit (6.1 CFU/g to 6.2 CFU /g of soil) and holding clay, OM and silt as constants, \(\ln k_{\text{Stg1-P}}\) increased by 0.066 units. The degradation rate \(k_{\text{Stg1-P}}\) will increase by 1.066 fold. A sensitive response of the initial population of PDB with a favorable environment makes sense, because a higher initial population of microorganisms needs more food resulting in higher rates of hydrocarbon consumption.

In the light of the above facts and analysis, Equation 3 is recommended as the optimum correlation for the reliable prediction of degradation rate constant (\(k_{\text{Stg1-P}}\)) for the first eight days of hydrocarbon degradation in the soil. Summarizing the findings reveals that increasing Silt count and PDB have a positive impact on \(k_{\text{Stg1-P}}\), while clay and organic matter exhibited a negative impact. The positive impact of silt can be related to a reduction in surface area of soil particles and increase of pore size, increasing conductivity of oxygen in the soil.
4.2.2 Stage-2 Correlation

All the steps followed to determine the Stage-1 model were used to develop the Stage-2 model. Plots of the individual variables against $k_{Stg2-Obs}$ values were very similar to the plots shown in Figure 5. Table 5 gives the corresponding Pearson correlation coefficient test values and shows that the degradation constant has a positive relationship with sand content, while a negative impact exists for all the remaining parameters when analyzed with respect to $k_{Stg2-Obs}$. It should also be noted that initial PDB considered for Stage-2 was the population of petroleum degrading bacteria measured on d8 of the treatment period.

Table 5 again shows the multicollinearity problem that was seen in the Stage-1 analysis, where a strong correlation exists between sand, silt, PDB, pH, CEC and SW. The soil factions have a strong natural correlation and were considered responsible for the overall collinearity issue. As such, sand and CEC were removed from further regression attempts as they were the most problematic for multicollinearity, where the Pearson coefficients were -0.723 for CEC and -0.653 for sand.

The core variable, PDB also exhibited a collinearity problem but it was kept in the input variable for further testing due to its significance as predicting variable. SW was retained because it can be controlled during treatments, while pH was again removed due to the narrow range in which it exists. The parameter OM was not omitted from the regression analysis since the intensity of its multicollinearity was less than the removed variables. For example, Pearson coefficient for the correlation of OM with $k_{Stg2-Obs}$ was 0.891 which was higher than the most variables with the exception of three covariates, clay, CEC and SW. Thus, the variables retained for further regression analysis were silt, clay, OM, PDB8 and SW.

As in the Stage-1 analysis, stepwise regression using Equation 2 was applied. The stepwise regression using SYSTAT and R software gave a model at a significant level of 5 % or better for the variables Silt, Clay, OM, and PDB. Table 6 summarizes the estimated model coefficients and the corresponding levels of significance (significant codes). Even though SW was seen as non-
significant, it was still retained in the correlation as removal made the model unstable. The resulting Stage-2 model is given by Equation 4:

$$\ln k_{Stg2-P} = 0.0231 \times \text{Silt} - 0.0355 \times \text{Clay} - 0.383 \times \text{OM} + 0.825 \times \text{PDB}_8 - 0.048 \times \text{SW} - 6.774 \quad (4)$$

Figure 7 displays the fitted $\ln k_{Stg2-P}$ as estimated through Equation 4 against the observed $\ln k_{Stg2-Obs}$ values. It is seen that $\ln k_{Stg2-Obs}$ and the predicted $\ln k_{Stg2-P}$ values are close to the straight line with a high value of $R^2 = 0.94$, supporting the recommendation that Equation 4 is an optimum correlation to estimate the degradation rate constants for Stage-2.

Review of Equation 4 indicates that there are negative effects of increasing organic matter upon $k_{Stg2-P}$ and a strong positive impact on the initial population of petroleum degrading bacteria. Similarly, an increase in the soil water content displayed a negative relation with degradation rate constant. For the experiments completed, SW was kept in the range of 50-70% of soil water holding capacity. This finding applies to both the Elora and RT soils, where soil having high water holding capacity showed lower rates of degradation as compared to the Delhi soil, which has a lower SW capacity. This wide range of SW capacity for the soils tested, probably contributes as to reason why this parameter was rated as insignificant during the stepwise regression process.

Sensitivity testing showed that Equation 4 is also sensitive to minor changes in the explanatory variables. For example, a 1 unit increase in silt value increased the $\ln k_{Stg2-P}$ by 0.023. With $\log_e$ being used, the degradation rate $k_{Stg2-P}$ will increase by $\exp(0.023)$, or 1.023 fold. Analogous to Equation 3, the outcome of Equation 4 also indicates that the newly developed correlation for Stage-2 is highly sensitive to a minor variation in the explanatory variables. The most sensitive variable was PDB$_8$ because in Equation 4, PDB$_8$ has the largest value of the coefficient (0.825). Using Mixed soil as an example; while holding silt, clay and OM as constants, and increasing the PDB$_8$ by only 0.1 units (i.e., 6.8 to 6.9 CFU/g of soil), $\ln k_{Stg2-P}$ increased by 0.083 units. With $\log_e$ being used, the degradation rate $k_{Stg2-P}$ will increase by 1.086 fold. A sensitive
response of the PDB$_8$ with a favorable environment makes sense, because even a slight increase in PDB$_8$ means more potential to reach and consume hydrocarbon as food.

The coefficient value for PDB$_8$ (0.825) for Stage-2 in Equation 4 was larger than the coefficient of PDB (0.662) for Stage-1 given in Equation 3. This was related with the stability of microbial population on d8 and onward. In general, during meso-scale treatments, the population of petroleum degrading bacteria increased from d0 to d8, while the population remained almost stable from d8 to d30. For that reason, a minor increase in PDB$_8$ can increase the degradability of the system.

Further review of Equation 3 and 4 shows similarities in the variables, which necessitates further discussion. The positive effect of increasing silt content and the negative relation of increasing clay content, suggest an influence of soil aggregates on the rate of biodegradation. This also shows that biodegradation in soil is not only dependent on the activity of microbial biomass, but also on microbial mobilization within the soil aggregates. Soils with a higher clay fraction have larger surface area and smaller pores which might trap the microbes, giving them less access to the contamination. On the other hand, an increase in silt content can be easier on air flow, which provides a better environment for the biomass. Amellal et al. (2001) tested the relationship of soil fraction with microbial population for the degradation of petroleum hydrocarbons. Intermediate aggregates of soil contained the highest population of PDB when Amellal et al. compared PDB within the finest and the coarsest aggregates of soil. Accordingly, the results of Amellal et al. (2001) support the findings of the current study, which suggests a faster break down of hydrocarbon in soils with increasing silt fraction as compared to the soils with increasing clay fraction.

The negative impact that organic matter had on the degradation rate was seen in all soils studied. In general, for the soils studied, higher organic matter contents were associated with increasing clay fractions. The combination of tiny pores associated with a higher clay fraction and an increased amount of organic matter content (OM) might have reduced the air movement in soil. Less air movement can cause a shortage of oxygen in particular spots of the soil, affecting aerobic activity. Yang et al. (2011) noticed lower microbial activity in soils with both the lowest and the
highest level of organic matter due to nutrition limitation and petroleum sequestration. The current study did not directly support this finding, which is related to sufficient nutrients being added to the soil in this study.

Moreover, organic matter might have served as an alternate food source for the microbes (Guo et al., 2012) resulting in a decrease in the degradation of hydrocarbon as compared to soils having lower organic matter contents. Broadly speaking, another possibility for negative connection of OM with $k$ can be sorption. Sorption of gasoline into organic matter and clay might have attributed to substrate limitation (Labud et al., 2007). Due to the transformation or mineralization of contaminants, enzymes of microbial cells need to get direct access to the compound (Bressler and Gray, 2003). Sorption of contaminant onto the soil constituents reduces the aqueous and gaseous phase concentrations (El-Tarabily, 2002; Harper et al., 2003) and might cause substrate limitation in soils which have higher organic matter fractions. Conversely, Del’Arco and de Franca (2001) discussed that sorption helped enhance the contact between the contaminant and the microorganism when the contaminant concentration is very low, eliminating the substrate limitation problem. However, the negative impact of organic matter on the degradation rate constant also agrees with the conclusions made by several other researchers (Eyvazi and Zytner, 2009; Harvey et al., 1986; Scully et al., 2003).

Review of the parameters in the regression models, showed that petroleum degraders are the core factor of biodegradation as the relationship was positive with degradation rate constant. This contradicts the findings of Figure 5, where an increase in PDB appeared to be negatively related with $k_{Stg2-Obs}$. The microorganisms are extremely sensitive and their population is highly reliant on the environmental conditions. A minor variation in the ecological and environmental conditions can influence growth and activity, and affecting biodegradation rates (Eyvazi and Zytner 2009). Similar variation with minute differences in the environmental factors was seen in the PDB for different treatments and this was related to the sensitivity of microbial response.

Both correlations suggest that PDBs are a dominant factor. The initial population of petroleum degrading bacteria increased considerably during Stage-1, while small changes in the
microbial number were noticed during the remaining days of the experiments. The average initial population of petroleum degrading bacteria was 6.1 cfu/g of soil for Delhi soil, 6.2 for Elora, 6.1 for Mixed, 6.6 for RT 1 and 6.6 cfu/g of soil for RT-2. The major increase in the population of petroleum degraders was seen before transition in the degradation rate from Stage-1 to Stage-2. The asymmetric increase of PDB was seen in different soils from d0 to d8 such as: 13 % increase in Delhi, 10 % in Elora, 11 % in Mixed, 4.5 % in RT-1 and 6.7 % in RT-2 soil. This asymmetrical increase in PDBs in dissimilar soils did not appear to decrease the dominancy of PDB in the second stage regression model.

Given the lower initial count and higher rate of increase in the population of PDB for Delhi soil when compared to the RT-1 soil, the microbial population for Delhi and RT-1 reached a comparable level on d8. In analogy to Stage-1, the degradation rate for Delhi soil was still higher than RT-1 even for Stage-2. At this point, the higher PDB for Delhi soil came up as stronger factor because the values for the remaining input parameters were similar for both the stages. In other words, the fitting parameters for the second stage were similar to the variables for the first stage except for varied values of PDB. Conditions and results for the remaining three soils, Elora, Mixed, and RT-2 were also similar. Moreover, a higher initial population of petroleum degraders in RT-1 on d0, with little increase in their population during the period of treatment also support smaller $k$ values for RT-1.

4.3 Scale-up Factor (SF)

Given the optimum experimental conditions which included successful stimulation of the microbial population to degrade the synthetic gasoline and minimal volatilization, the difference in degradation rates between the micro and meso scale is believed to be mainly ascribed to scale-up factors (Khan and Zytner, 2013). Scale-up factors include microorganism population, availability of nutrients and substrate, easy access to oxygen, adsorption/desorption, inter-phase transfer, soil type, soil heterogeneity, water contents and weathering of contaminant (Ko et al., 2007). The existence of scale dependent rates emphasizes the need for correctly adjusting respirometer data from degradation assessment studies before transferring the results to the field. The parameter for
doing so is called the scale-up factor (SF). This study evaluated SF for micro to meso-scale, and further the work is required for meso-scale to field scale. The current work is the starting point.

The scale-up factor was calculated by dividing $k_E$ by $k_{Stg2-P}$ as both represent the long term degradation that develops at a remediation site (Khan and Zytner, 2013). The specific degradation rates for $k_E$ were calculated using Equation 1, while $k_{Stg2-P}$ was calculated using Equation 4. For the soils tested, Delhi, Elora, Mixed, RT-1 and RT-2 the corresponding scale-up factors were 2.6, 1.9, 1.9, 1.1, and 1.7 respectively. Taking the average for all soils tested gives an SF of $1.8 \pm 0.5$ for experiments conducted with disturbed soil.

These scale-up factors showed that the increase in volume of soil in the micro-reactors increased the rate of hydrocarbon degradation. Ko et al. (2007) also found increased biodegradation with scale-up process from batch (small) through pilot (medium) to large or field-scale land farming. During their study, Ko et al. (2007) reported some inhibitory factors such as: lower concentration of oxygen, poor diffusion of chemicals, and smaller initial population of biomass. It was also noted that the biodegradation rate was a function of diffusion phenomena related with microbial activity. This is where volume of soil, scale of treatment, distance travelled by air or chemicals come into play. In other words, the diffusion of oxygen and chemicals can strongly be related with volume of soil and distance traveled by the flowing air from point of entry to the point of exit. This finding suggests, diffusion can be a major factor directly affecting the scale-up of degradation at soil remediation sites. For the current experimental setup with disturbed soil, diffusion was improved by the gradual radial flow air taking place as compared to the micro-scale set-up in Eyvazi and Zytner (2009).

Review of the data showed that the increase in organic matter and clay fraction showed a noticeable decrease in SF. At the micro-scale study level, due to size of the apparatus, the soil most likely did not have the same density as the field condition and could not exhibit the response/effect of the variables as prominently as the meso-scale. Similarly, an increase in PDB and silt fraction also showed a decrease in SF but this decrease is not as sharp, indicating that the microbial mass and silt were equally influential in both scales. Accordingly, the largest value of SF (2.6) for Delhi soil among all soils can be related to the highest fraction of sand. Likewise the smallest value of SF for
RT-1 might have appeared due to the largest contents of organic matter in RT-1. The moderate combination of parameters in remaining three soils exhibit SF close to 2.

4.4 Application of Correlations

Consultants or site managers for remediation projects are always interested in the careful investigation of technologies prior to the selection of the best option to remediate the site. The estimation of remediation cost and time for site closure are the major challenges, where reliable assessment of degradation rates can help determine the time of site remediation and then subsequently the cost. Normally, the determination of degradation rates need time-consuming field or laboratory testing. However, the newly developed two stage correlations provide an improved means of estimating the degradation rates for hydrocarbons in soil. The parameters in the correlations are simple and easily measured through straightforward laboratory analysis, which makes it a very economical option as compared to a full blown lab study. Special care must be undertaken for selection of the sampling point so that samples are representative of the whole contaminated site.

Once the requisite variables are available, the required degradation rates can be determined. These values can then be used to predict time for site closure. The rate coefficients can also be placed into more complex computer models, as they would be representative of the site, further improving predictions. Additional improvement of the model predictions would be made by incorporating SF. The current study shows the importance of SFs and confirms that more work is needed to better understand how meso-scale results can be transferred to the field scale results. The specific areas of research needed include working with undisturbed soil, to evaluate how disturbed soil influences soil heterogeneity, which ultimately impacts the scale-up factor. Then there are the challenging factors like uniform distribution of the nutrients and water, important elements for microbial activity. Studying these factors will provide for improved SF values and a better understanding on how best to transfer laboratory results to the field.
5.0 Conclusions

The results from the current study showed that the biodegradation rate of hydrocarbons in soil can be reasonably estimated a two stage system using soil and biomass parameters. Correlations were determined by conducting experiments at the meso-scale with disturbed soil, which provided an improved representation of field conditions. The developed first stage correlation (Equation 3) for the starting eight days of degradation successfully predicted the degradation rate constants for the soils tested with \( R^2 \) of 0.93. Likewise, the second stage correlation with high value of \( R^2 \) of 0.94 also showed that the final model (Equation 4) also fitted the data. Both regression models displayed a strong positive relationship of silt and PDB with the degradation rate constant, while organic matter and clay showed negative relation with \( k \). Among other variables, the initial population of petroleum degraders appeared as a major factor affecting the biodegradation rate of gasoline in soil.

Comparison of results from the micro-scale (Equation 1) and meso-scale (Equation 4) correlations suggested that the scale-up factor (SF) ranged from 1.1 to 2.6 depending upon the type of soil. The average SF value was 1.8±0.5, showing a reasonable spread of all the soils tested. The smallest value of SF (1.1) was related to the negative impact of increasing OM as in RT-1. The largest SF (2.6) was for Delhi soil having high sandy fraction, which was reasonable. Further work is needed to evaluate how scale-up factors behave when transferring meso-scale results to the field.

The resulting empirical correlations provide an easy means of assessing degradation potential, minimizing the need for time-consuming laboratory studies. Appropriate estimation of degradation rates will allow consultants or site managers to carefully consider bioremediation technologies and select the best option for site remediation.
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Figure 1: Sketch showing principal parts of meso-scale reactor
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Figure 2: Experimental set up with Meso-Scale Reactor
Figure 3: Degradation Trend of Synthetic Gasoline for pooled data of two treatments with RT-1 soil (Stage-1: 0-8d and Stage-2: 8-30d)
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Figure 4: Degradation Trend of Synthetic Gasoline for RT-2 soil (Stage-1: 0-8d and Stage-2: 8-30d)
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Figure 5: Relation of individual soil and biomass parameter with $k$ in Stage-1.
Figure 6: Plot of observed ln$k_{Stg1-Obs}$ against predicted ln$k_{Stg1-P}$ for Stage-1
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$R^2 = 0.9273$
Figure 7: Plot of observed $\ln k_{Stg2-Obs}$ versus predicted $\ln k_{Stg2-P}$ for Stage-2
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