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Drosophila suzukii is a relatively new threat to the soft-skinned fruit industry in North America. The presence of this pest in North America is a concern and assessing the risk of potential infestation and damage can help guide regional management strategies. In this work, I present a mechanistically-realistic population model parameterized with empirical data based on laboratory observations. The principle environmental driver of vital rates for the model is temperature though I include considerations for reproductive diapause and quality of fruit available. Relative population estimates are produced for important berry producing locations using contemporary temperature data. Southern regions appear to be most suitable for supporting high population densities due to warm temperatures throughout the year though some temperate regions also may be at risk.

Understanding D. suzukii’s potential to shift in abundance and range due to changing climate is an important part of long term mitigation and management strategy. The population dynamics model is run using temperature data derived from several Global Circulation Models (CMIP5) with a range of relative concentration pathway (RCP) predictions. Mean consensus between the models suggest that without adaptation to both higher prolonged temperatures and higher short-term temperature events D. suzukii population levels are likely to drop in currently higher-risk regions. Northern latitudes may experience increased populations due to milder winter and more developmentally-ideal summer conditions though many of these regions are not currently known for soft-skinned fruit production.

Finally, effective communication of model design, implementation and execution details are of genuine importance. These details are provided using a modified version of the standardized Overview, Design Concepts and Details protocol proposed by Grimm et al. (2006, 2010) in hopes that the D. suzukii population dynamics model may be used or extended by third parties. A discussion of parsimony as it relates to mechanistically-rich models in the context of modelling objectives is presented as is a brief discussion of model validation. I conclude with a “user manual” for the population dynamics model and a brief overview of a web-based version.
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1. Modelling *Drosophila suzukii* population dynamics - Introduction and Review

1.1 Introduction

In this introductory chapter I introduce the biological problem at the heart of this dissertation. Specifically, I am concerned with exploring the potential distribution of the invasive crop pest, *Drosophila suzukii* (commonly referred to as the spotted wing drosophila). Using a mathematical modelling approach, I consider population potential in both contemporary and future climates. To provide context for this work I discuss the use of mathematical models in ecology and then proceed to provide some background on invasive pest modelling. Finally, I introduce the idea of modelling *D. suzukii* and provide some general justification for the high-level modelling choices made in this work.

1.2 Drosophila suzukii

*Drosophila suzukii* has been a pest species in Japan since the 1930s (Kanzawa 1936) and was known to European fruit growers in 2008 (Hauser 2011). It is now believed to be present on all continents except Antarctica and reports of its growing geographic range continue to be published (Asplen et al. 2015, Lavrinienko et al. 2016, Andreazza et al. 2016). Its presence and prevalence in North America is relatively recent with sightings as early as 1980 in Hawaii and confirmation in several states and Canadian provinces by 2009 (Hauser 2011, Asplen et al. 2015).

What makes *D. suzukii* an important concern, from a biological perspective, is its preference for fresh fruit at or near optimal ripeness compared with similar pests which feed on or make use of rotting fruit. It is the female’s distinct serrated ovipositor that allows it to pierce through soft skinned fruit to deposit its eggs. As the eggs hatch the juvenile stages feed on the fruit reducing its quality and bacterial infection can occur at the oviposition site reducing fruit quality even further.
Empirical estimates of *D. suzukii*-related infestation damage have yet to be published but Bolda (2010) has predicted that economic losses could be as high as $500 million given a 20% percent crop loss due to infestation. Because of this destructive potential there has been a significant push in research on *D. suzukii* ranging from biological factors such as growth and development rates, overwintering, cold and heat tolerance, and reproductive diapause to mitigation and management strategies including identification of wild hosts, pesticide and physical barriers, and education campaigns.

1.3 Primer on Modelling Philosophy and Approaches

For ecological systems with extremely slow processes, extensive spatial extents or high numbers of complex interactions mathematical and computer-based models can be the only practical way to explore or estimate population dynamics (Hilborn and Mangel, 1997, Laurenroth 2003). Even when field work is feasible researchers often turn to or generate models as simplified abstractions that test their understanding of key ecological processes. By iteratively comparing modelled results and measured data, a theory-observation loop is created whereby observation helps to refine simulated processes and parameters while modelled output gauges the accuracy of the current level of understanding of such processes and guides further empirical work (Wu 1994). Baumgärtner et al. (2008) list nine principle purposes for creating models within the context of ecological economics but these principles are general enough to be applicable in most contexts:

*Theory-development*: models represent our initial understanding of the processes and functioning of a particular system. The early stages of model development and testing can help to identify areas where theory or hypotheses need to be clarified.

*Theory-testing*: completeness of general theories can be tested often by comparing (qualitatively or quantitatively) observed data with modelled results.

*Generalization*: considered together, a suite or series of models can help to identify the most general properties of a system.

*Understanding*: models can illustrate the general functioning of a system or highlight the consequences of change.
Explanation: similar to the previous point but with an emphasis on the mechanisms rather than the consequences of change.

Prediction: models may be used to predict (qualitatively or quantitatively) the future state of a system.

Decision-support: often an amalgamation of other purposes, models can support decision making through the illustration of alternate contemporary or future scenarios, through communication, explanation and teaching and through theory-testing.

Communication: Simplified and specifically-designed models can be used to present knowledge and information to stakeholders or general (not necessarily the scientific community) audiences.

Teaching: models, often significantly simplified (i.e., toy models), can be used as pedagogical or instructional tools. The instructional value may be in a particular system of interest, in analytical techniques or in the development and use of models.

Irrespective of the intended purpose there are several well-established approaches to model development. Phenomenological or statistical models attempt to predict future conditions, such as population size or distribution based on current or historical data. They tend to operate at a high level of abstraction as a hypothetical relationship between the variables and the data, whereby the strength of the relationship is determined by how well the data is described (Hilborn and Mangel, 1997). This abstraction occurs through assumptions and simplifications of the underlying processes which lead to the data. Examples range from simple regressions and ANOVA (Gillman 2009), to more complex Bayesian techniques (Polino et al 2007, Hobbs and Hilborn 2006, Hilborn and Mangel 1997). Conversely, mechanistic models attempt to explicitly consider the biologic and environmental processes (Hilborn and Mangel 1997, Liebold 1995). There are important advantages and disadvantages that need to be considered when choosing a modelling approach. For example, statistical models can often produce a good fit to observed data with fewer parameters (Nathan et al 2001) but do not offer much in the way of insight into the specific processes. The higher degree of abstraction favours elucidation and illustration of the general features of a system or set of systems but such general models lack descriptive capacity and are less effective for hypothesis generation (Evans et al. 2015). Statistical models are dependent on the specific input data (Austin 2007) thus
reducing their ability to make predictions using different data. Mechanistic models, on the other hand, provide an increased ability to test and explore the consequences of biological or environmental change (Kendal 1999) providing a more complete understanding of the dynamics of the modelled system. However, they generally require a larger amount of system-specific data (Nathan et al. 2001) or reasonable estimates for all modelled processes. As a specific example of these trade-offs, Kearney and Porter (2009) state that while statistical species distribution models are simpler to parameterize and often more generally applicable across species, mechanistic species distribution models may be more useful in some contexts if their data needs can be properly satisfied. They highlight specific research examples within the contexts of management strategy development, modelling of invasive species and more, suggesting that models emphasizing mechanistic processes were more effective than correlative techniques. Finally, Evans et al. (2015) argue that achieving generality in models primarily through simplicity provides only a superficial effect as the generality produced illustrates only possible outcomes but cannot explain specific outcomes. They suggest that complex models can also lead to general theory through simulation experiments conducted with variable parameters and different data sets. Also, through systematic parameterization and testing, processes and parameters can be organized in terms of importance of influence ecological patterns.

With this summary of mechanistic modelling in mind, I add two more points to the previous list of modelling objectives:

**Identification of knowledge gaps:** assuming all existing knowledge of a system has been incorporated into a model, lack of consensus or poor fit between observed data and simulated results may indicate a gap in current knowledge. This gap identification can help to direct empirical study.

To illustrate this point, I consider the steps involved in developing a mechanistic model. Initial development begins with the modellers’ own knowledge of the system and processes. Literature review will often provide parameter estimates and alternate approximations of processes but will also highlight gaps where data is not yet available. These gaps may exist where models are not used to guide empirical study and so the need for such data is overlooked. An example from the current work

---

1 Similar to Baumgärtner et al. (2008) we do not strive to present an exhaustive list but rather to illustrate the breadth of objectives for which modelling is often undertaken. For more information see Baumgärtner et al. (2008), Grimm and Railsback (2003), Duarte et al. (2003), Hilborn and Mangel (1997), Gillman (2009), Mayer (1989).
is the lack of data on extrinsic (predation, disease, etc.) mortality rates of *D. suzukii* (see Chapter 2). While this is a significant consideration in the population predictions no attempts have yet been made to measure these rates.

*Organization of information:* presentation (often graphical or textual) and summary models can help organize complex information sets. Also, the process of developing conceptual or applied models can help the modeller organize and frame information related to a problem or system.

Similar to the previous point on revealing data gaps, mechanistic models can help to organize information. As all of the biologically relevant processes are constructed from research and literature, properly refuting the model results requires an organized understanding of that literature.

1.4 Modelling Invasive Insect Pests

Perhaps due to their relatively simple physiology and the availability of laboratory data there appears to be a growing number of insect-related mechanistic models. Some of the models are general explorations of behaviour (Beshers and Fewell 2001, Davis and Pelsor 2003) but the majority are concerned with economic impacts of invasive species management and commercial crop damage potential (Liebhold and Tobin 2008, Newman 2003, Kendall et al. 2005, Johnson 2005). The need for mitigation and management strategies is clear considering crop losses estimated over $13 billion (Pimentel et al. 2005) due to invasive pest species alone. Over $500 million dollars in pesticides are applied each year just to mitigate non-native insect pests. In addition to the financial cost, such measures have an environmental impact on native insects, plants and animals as well as humans and need to be considered. Models of population dynamics and distribution potential can play an essential role in developing management strategies by helping to target and justify costly treatments (Guisan et al. 2013, Chornesky et al. 2005) where they will likely be most effective. For these reasons models are considered an important component of integrated pest management (IPM) strategies (Thomas 1999, Way and Van Emdem 2000).

While many models are specifically concerned with the immediate impact of pest species, modelling shifts in species distribution due to climatic change also appears to be a growing area of
research interest. As temperatures increase, cooler regions that have historically be less susceptible to invasion by cold-intolerant species may become more habitable (Parmesan and Yohe 2003, Bale et al. 2002). Conversely, regions that are currently suitable may become too warm, exceeding thermal tolerance, and infestation risks may decline (Parmesan 2006). While there remains significant uncertainty in the specifics of how temperature (and other environmental factors such as humidity and precipitation) will change in the coming decades, existing data produced by General Circulation Models (GCMs) provide a potential range. Modelers and researchers are already using these data to provide preliminary risk assessment potential for various species (Berzitis et al. 2014, Crozier and Dwyer 2006, Newman 2006, Bentz et al. 2010, Kingsolver et al. 2011, Ziter et al. 2012). These efforts are part of proactive, long term management strategies (Estay 2009).

1.5 Modelling D. suzukii

Despite its extensive range, D. suzukii is a relatively novel pest in Europe, South America and North America. As a result, there are very few population dynamics models at this time despite efforts to establish a specific IPM strategy (Dreves 2011, Diepenbrock 2016). Among the first to be reported are a CLIMEX model of species distribution and a MaxEnt model of climate suitability (Damus 2009). CLIMEX attempts to predict potential distribution based solely on data from current existing location data (i.e., species-specific biological mechanisms are not considered) while MaxEnt can be used to estimate climate similarity between locations (i.e., biological response to climate is not considered). Damus (2009) found that the CLIMEX model produced a larger potential ranged for D. suzukii than what the MaxEnt climate suitability suggested but hypothesized that poor parameterization in CLIMEX may account for some of the discrepancy. Another early modelling effort is the D. suzukii sub model that is included in a larger online mult-pest phenology model (Coop 2010). This model highlights degree days based on selectable temperature profiles and reports results including estimated adult emergence and new generation dates. To date, no published (or unpublished) information on the model assumptions or design have been found.

In a similar approach, Wiman et al. (2014) developed a discrete time, phenological model based on the empirical life stage data of Tochen et al. (2014). Their model uses Leslie matrices to estimate the distribution of adults, eggs, pupa and larva for various temperature profiles. In general, Leslie matrices are used to study age-structured population dynamics and can be represented using
standard mathematical notation. The explicit age structure can be useful during sensitivity analysis which can highlight vital rates that are most influential. However, as with other mechanistic models, Leslie matrices have relatively high data requirements and in some cases, may require simplifying assumptions such as constant environmental conditions or constant vital rates. Validation attempts of the Wiman et al. model were largely unsuccessful as observed trap data did not corollate well with simulated results though the authors infer that limitations and concerns with trap data need to be addressed. They conclude that the model’s utility lies not in absolute quantification but in relative projection of infestation potential and crop pressure. Using a more mechanistic approach, Gutierrez et al. (2016) developed a model of D. suzukii using empirical data from various sources including Tochen et al. (2014), Ryan et al. (2016), Emiljanowicz et al. (2014), and Dalton et al. (2011). Unlike the Wiman et al. model, the Gutierrez model aggregates the vital processes of development, fecundity and mortality for all life stages into a single egg-to-adult super-stage and represents time continuously.

In chapter 2, I present a significantly more mechanistically-rich (see Chapter 4) model of D. suzukii population dynamics. Similar to the models of Wiman and Gutierrez, the model processes and parameters are based on empirical laboratory observation of temperature-driven reproduction, mortality and development (Ryan et al. 2016, Emiljanowicz et al. 2014). Unlike both of the previously discussed models the one presented here includes considerations for all life stages including three larval instars and subdivided female stages to explicitly account for decreasing egg viability with age. Modular sub models include reproductive diapause generalized from literature on other Drosophila species and a simplified fruit quality index based on a degree-day model of sour cherries. Though somewhat more complex in design and presentation the model represents a more complete first-pass approximation of the current knowledge of D. suzukii population dynamics (with the exception of emerging research on humidity tolerance, cold-hardening and over-wintering). In addition to illustrating the base-model mechanics, I present the results of specific parameterization with observed temperature profiles for several important berry-producing regions across Canada and the United States. I show that the relative risk of infestation by D. suzukii is likely far from uniform across these locations suggesting that regionalized mitigation and management strategies may be more effective.

In chapter 3, I explore the potential for D. suzukii populations to shift and change over the coming decades. To do this I parameterize the model with temperature data derived from the CMIP5 family
of climate change models. Consensus maps of simulated populations are created for most of North America and show that in the absence of adaptation to increasing temperatures we may currently be at or near peak infestation potential for many regions.

In chapter 4, I present a more technical overview of the base model. A modified Overview, Design and Details (ODD, Grimm et al. 2006, 2010) protocol is followed to ensure that any users wishing to use, extend or modify the model have adequate information to do so. In addition to the ODD requirements, a discussion on parsimony as it relates to the population model and a usage guide are also presented.

2.1 Abstract

*Drosophila suzukii* is a relatively new threat to the soft-skinned fruit industry in North America. The presence of this pest in North America is a concern and assessing the risk of potential infestation and damage can help guide regional management strategies. I have developed a continuous time, stage structured, population model parameterized with empirical data based on laboratory observations. The principle environmental driver of vital rates (mortality, fecundity and development) for the model is temperature though my results suggest that reproductive diapause and quality of fruit available to the population may also have significant effect on population size. The model was run with several generalized temperature profiles and various observed temperature data sets for locations known to be important for berry production. While southern regions appear to be most suitable for supporting high population densities due to warm temperatures throughout the year, northern regions with moderate temperatures may also be susceptible due to a lack of extreme cold or heat, both of which limit development and increase mortality.
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2.2 Introduction

Reports of *Drosophila suzukii*, commonly known as Spotted Wing Drosophila (SWD), originating from the mainland of Japan have been present since the 1930s (Kanzawa, 1939). However, its rise as a pest of global significance has taken place largely over the past 35 years and in continental North America since circa 2009 (Hauser, 2011). *D. suzukii* has been confirmed or suspected present in countries across all continents except Australia and Antarctica (Asplen et al. 2015) and has a wide range of reported hosts including strawberries, raspberries, blueberries, blackberries, peaches, nectarines, pears, sweet and sour cherries, plums, apricots and both table and wine varieties of grape (Walsh et al. 2011).

*D. suzukii* is one of only two known species of Drosophila that prefer fresh, soft-skinned fruit at or near the stage of optimal harvest ripeness (Lee et al. 2011, Walsh et al. 2011). Females of this species possess a serrated ovipositor that allows them to attack pre-harvest fruit. Early detection of infestation is difficult as the oviposition incision is small and the visible consequences of larval feeding do not immediately appear. Empirical data for North America are not yet readily available but Bolda (2010) provides a benchmark estimate of potential yield losses due to *D. suzukii* infestation at 20%. Based on 2008 harvest yields, this would result in a >$500 million loss in the US states of Washington, Oregon and California alone (accounting for strawberries, blueberries, raspberries, blackberries and cherries only). While the western United States and Canada are important regions for the soft-skinned fruit industry in North America there are other regions that are likely to be concerned about the spread and impact of *D. suzukii*.

Due to *D. suzukii*’s potential to cause significant economic losses in many areas of North America, and the need to establish effective pest management strategies, I developed a mechanistic, continuous time mathematical model with overlapping generations. Wherever possible, the model has been parameterized using experimental and observational data on *D. suzukii* life history (see Emiljanowicz et al. 2014, Ryan et al. 2016, for further information).

I have two principle objectives in constructing this model: (i) to gain a better understanding of the temporal and spatial patterns of SWD population growth, and hence risk, that result from particular assumptions about crucial mechanisms; and (ii) to create a useful tool for answering interesting “what if” questions regarding SWD invasion, climate and climatic change. A mechanistic model can help us to meet both of these objectives. Mechanisms are a critical part of biological understanding. “What if” questions usually involve changes in the environment,
autecology, or synecology of the organism. These questions require changes to the model system that are not readily accommodated in non-mechanistic approaches.

By mechanistic, I mean that the model is based upon what I think are the most important underlying processes that determine population dynamics. Such models are particularly useful because they allow any model prediction to be traced back to the process(es) that most influences it. Since mechanistic models often have many parameters, all of which are tunable, the goal is only to achieve satisfactory quantitative behavior. The goal is not forecasting, for which statistical models are often better suited (see e.g. Thornley and France, 2007, for further discussion).

2.2.1 *D. suzukii* Life History

*D. suzukii* develop through the following stages (with average duration reported in days based on laboratory diet and at a constant temperature of 22 °C): egg (1.4 d), three larval instars (6 d total), pupae (5.8 d), and adult (72 d) (see Emiljanowicz et al. 2014, for details).

Various *Drosophila* species are subject to a reproductive diapause regulated primarily by photoperiod and temperature (Ohtsu et al. 1993). As the number of hours of daylight decreases, reproduction ceases for several species (Saunders 1989, Kimura 1990). According to Saunders et al. (1989) diapause may be terminated by either an increase in the number of daylight hours, or more importantly for temperate regions, an increase in temperatures (approximately 18°C for *D. melanogaster*). It has been suggested that *D. suzukii* also experiences a reproductive diapause. Mitsui et al. (2010) found that females in populations of *D. suzukii* in central Japan had reproductively mature ovaries during summer months, while ovaries were underdeveloped for females trapped in colder months. However, to the best of my knowledge, the specific details of diapause induction and termination have not been elucidated for this species.

*D. suzukii* experiences both intrinsic and extrinsic mortality. Intrinsic mortality rate is the per capita rate of mortality assumed to be the result of biological aging. It can be contrasted with extrinsic mortality which is assumed to be the result of environmental hazards such as natural enemies (predators, parasites and pathogens). Intrinsic mortality rates have been estimated in the lab (Emiljanowicz et al. 2014) under optimal conditions. These rates are not likely to be density dependent, at least in the field; but field-based rates are difficult to estimate. Similarly, extrinsic
mortality rates are exceedingly difficult to estimate, at least in the field, which are arguably the only meaningful estimates of these rates.

*D. suzukii* vital rates are known to be temperature dependent, and development rates may also depend upon host fruit quality (Burrack et al. 2013, Lee et al. 2015). In the laboratory, optimal development rates occur at 28.2°C (Ryan et al. 2016; Tochen et al. 2014). Optimal fecundity rates occur at 22.9°C (Ryan et al. 2016; Tochen et al. 2014). The lower and upper developmental thresholds occur at 8°C and 31°C (Ryan et al. 2016) and 7.2°C and 42.1°C (Tochen et al. 2014). While the results are similar for most observations, I used the estimates provided by Ryan et al. because they were based on experiments that used a finer temperature scale, which, in particular, captured the upper developmental threshold rather than extrapolating it from the fitted curve as Tochen et al. did.

In terms of winter survival, Dalton et al. (2011) conducted laboratory experiments and found that acclimated adult *D. suzukii* can survive for up to 88 days in 10°C temperatures including a seven-day freeze period (from day 18 to day 25) but that adult longevity decreases as temperature decreases. Pupae can survive for 103 days at 10°C including the seven-day freeze period. Their results also suggest that *D. suzukii* is rendered sterile at these low temperatures. They conclude that few individuals are likely to survive the relatively moderate winters of the Pacific Northwest. More recently, Jakobs et al. (2015) found that 80% of control specimens died after 1 hour of exposure to cold temperatures (−7°C) and similar mortality rates were observed after a few days at 0°C (70–90h). Survivorship improved with cold acclimation and under fluctuating temperatures but, similar to the work of Dalton (2011) they conclude that *D. suzukii* is not well-adapted to survive temperate winters based on phenotypic characteristics alone. These results suggest that the presence of *D. suzukii* in climates with longer, colder winters is likely due to a combination of overwintering in man-made habitats, seasonal dispersal from warmer climates and developmental plasticity (but see Stephens et al. (2015) on the presence of winter-morphs). Due to the uncertainty that remains in how *D. suzukii* is overwintering in specific, particularly harsher climates, I do not model beyond a calendar year. As further details become available the model could be extended to include specific overwintering consideration.
2.3 Model

Population dynamics are represented by a system of coupled linear differential equations. The model presented here is a mechanistic population dynamics model based on the life stages of *D. suzukii*. There are 13 state variables: eggs, three juvenile instars, pupae, adult males and adult females and 121 parameters (see Appendix 2). The adult female population is divided into seven separate sub-stages in order to account for an observed decline in egg viability rates with age. The principal driving variable in the model is temperature as it is demonstrably related to the main population growth processes of fecundity, development and mortality. Wherever possible, parameters have been tuned and equations fit to approximate observed laboratory population dynamics, exceptions to this are noted in the text.

Figure 2.1 Schematic of the modelled population stage structure and relationships between state variable equations including principal input and output parameters. Most development and mortality processes are temperature (T) dependent and rely on the fruit sub model (fr) when included. Here mortality is represented as the sum of intrinsic and extrinsic factors (see main text).
2.3.1 Fecundity Rate

Laboratory experiments show that fecundity is dependent on temperature. I used a polynomial function with compact support (i.e., the function is both closed and bounded), similar to that described by Saryazdi and Cheriet (2007), to fit to the experimental data. This function is Gaussian-like, but unlike a Gaussian function, which is defined on the interval \([-\infty, +\infty]\), this function is constrained over a fixed interval \([10,30]\) where 10°C and 30°C were the lowest and highest temperatures respectively where fecundity was observed to be non-zero (Ryan et al. 2016).

\[
f_T = \begin{cases} 
\frac{\lambda^2 - (T - \tau)^2 + \delta^2}{\pi^2 \alpha^2 + 2} & \text{if } T^2 + \delta^2 < \lambda^2 \text{ and } T_{f,\text{min}} < T < T_{f,\text{max}} \\
n & \text{otherwise}
\end{cases} \quad \text{eqn 1}
\]

where \(f_T\) is per capita eggs/day, \(T_{f,\text{max}} = 30^\circ\text{C}\), \(\lambda = 52.68^\circ\text{C}\), \(\delta = 5.88^\circ\text{C}\) and \(\tau = 23.26^\circ\text{C}\) and the dimensionless shape parameters are given by: \(\alpha = 676.0, \gamma = 88.38\) (see supplemental Figure A1.1; cf. Saryazdi and Cheriet for details regarding the constraint conditions on this function). It should be noted that the data used in the fecundity equations and parameters did not distinguish between female and male sterility.

I include the potential for a reproductive diapause through eqn 2 and eqn 3. Diapause data from Kimura (1990) including Drosophila auraria, D. biauraria, D. subauraria, and two geographic strains, D. triauraria OI and D. triauraria ON, was used to fit a generalized logistic function whereby \(F_D(h)\) provides the proportion of females currently in reproductive diapause based on photoperiod in hours, \(h\) at the current time step:

\[
F_D(h) = \left( A + \frac{K-A}{(1+Qe^{Bh})^\nu} \right) \times 100^{-1} \quad \text{eqn 2}
\]

with dimensionless shape parameters fit to \(A = 0.04, K = 99.8, \nu = 0.813, Q = 3.23 \times 10^{-16}\) and \(B = 2.87\) per hour.

The following equations ensure that diapause is terminated by an upper critical temperature \((T_D)\) and is induced according to the number of daylight hours \((h_D)\).
where $s_1$ and $s_2$ have no biological meaning; rather they act as computational control “switches” to enable and disable diapause, where $h_D = 10$ (hours of daylight) and $T_D = 18 °C$. I consider both values to be conservative estimates based on a review of the literature on diapause induction and termination of various Drosophilid species. Equations 2 and 3 are combined to determine a diapause-related fecundity factor:

$$f_D(h, T, t) = \begin{cases} 0 & \text{if } s_1 = 0 \\ 1 - F_D(h) & \text{otherwise} \end{cases}$$  \hspace{1cm} \text{eqn 4}$$

Eqn (4) returns the proportion of females not in reproductive diapause. Overall fecundity (per capita eggs/day) is calculated using equations 1 and 4 as:

$$f = f_T f_D$$  \hspace{1cm} \text{eqn 5}$$

### 2.3.2 Juvenile Development Rate

In order to express the temperature-dependent development of the egg-to-pupal stage, a function similar to one presented in Briere et al. (1999) was fit to experimental laboratory data (Ryan et al. 2016).

$$\tilde{d}_i = m_i \left( a T (T - T_L) (T_U - T)^{\frac{3}{2}} \right)$$  \hspace{1cm} \text{eqn 6}$$

where $a = 0.0001113$ is a dimensionless shape parameter, and where $T$ is the air temperature (°C), $T_L = 8.0139 °C$ is the lower temperature threshold, and $T_U = 30.99 °C$ is the upper temperature threshold.
The multipliers $m_i$ are the reciprocal of the number of days (days$^{-1}$) required to develop from one stage to the next ($m_e = 0.104$, $m_1 = 0.0.082$, $m_2 = 0.112$, $m_3 = 0.231$, $m_p = 0.470$ where the subscripts denote: eggs, instar 1, instar 2, instar 3 and pupae, respectively) and are used to scale the stage specific development accordingly. As experimental data were available only for the combined egg-to-pupal stage, I used the stage-specific development time in constant (optimal) temperature to determine the fraction of time spent in each stage. I then applied those fractions to the temperature dependent egg-to-pupal data to estimate the time spent in the intermediate stages.

### 2.3.3 Temperature-Dependent Mortality

The state variable equations include daily per capita mortality estimated from intrinsic and extrinsic causes. The equation below is minimized at optimal temperature and is an appropriate shape to approximate mortality from intrinsic causes including temperature-induced mortality.

$$
\mu_i = \begin{cases} 
\sum_{j=0}^{3} \beta_{i,j} (T - \tau)^j & \text{if } T_{\min,\mu} \leq T \leq T_{\max,\mu} \\
\mu_{i,\max} & \text{otherwise}
\end{cases}
$$

where $i$ denotes the life stage and $j$ is an exponent ranging from 0 to 3 representing the linear, quadratic and cubic effects of temperature, $\beta_{i,1} = -0.008$, $\beta_{i,2} = 0.00032$, $\beta_{i,3} = -0.000002$, $\tau = 8.178$, $T_{\min,\mu} = 3.0 \, ^\circ\text{C}$ and $T_{\max,\mu} = 33.0 \, ^\circ\text{C}$. $\tau$ is a horizontal shift and $\beta_{i,0}$ is a vertical shift of the polynomial. $T_{\min,\mu}$ and $T_{\max,\mu}$ are the temperature thresholds beyond which mortality is maximized and $\mu_{i,\max}$ represents the maximum per capita daily intrinsic mortality. $\beta_{i,0}$ and $\mu_{i,\max}$ are stage-specific parameters estimated using non-linear regression from Emiljanowicz et al. (2014) and are listed in Table 2.1.
Table 2.1 Estimated parameters that vary by stage for temperature-dependent mortality (see e.g. Emiljanowicz et al. 2014). The $\beta_{i,0}$ parameters are dimensionless shape parameters, and the $\mu_{i,max}$ are per capita daily mortality rates.

<table>
<thead>
<tr>
<th>Stages</th>
<th>Eggs</th>
<th>Instar1</th>
<th>Instar2</th>
<th>Instar3</th>
<th>Pupae</th>
<th>Males</th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>F4</th>
<th>F5</th>
<th>F6</th>
<th>F7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_{i,0}$</td>
<td>0.160</td>
<td>0.140</td>
<td>0.085</td>
<td>0.086</td>
<td>0.134</td>
<td>0.069</td>
<td>0.090</td>
<td>0.201</td>
<td>0.051</td>
<td>0.301</td>
<td>0.315</td>
<td>0.330</td>
<td></td>
</tr>
<tr>
<td>$\mu_{i,max}$</td>
<td>0.328</td>
<td>0.269</td>
<td>0.102</td>
<td>0.107</td>
<td>0.030</td>
<td>0.097</td>
<td>0.054</td>
<td>0.120</td>
<td>0.450</td>
<td>0.0</td>
<td>0.750</td>
<td>0.600</td>
<td>0.837</td>
</tr>
</tbody>
</table>

In the absence of an empirical estimate for the $\mu_{i,max}$ values, I assumed that these were equal to three times their corresponding values estimated at constant optimal temperature. I evaluated the sensitivity of the model results to this assumption and found that the results simply scaled to this assumption, but that the resulting dynamics were largely unaffected (see supplemental Figure A1.2).

2.3.4 Effect of Fruit Quality on Development and Mortality

To this point, I have assumed that fruit is always available at a quality that maximizes $D. suzukii$ development. In order to explore how seasonal fruit availability affects the seasonal population dynamics of $D. suzukii$ I implemented a non-mechanistic model of fruit that captures the general phenomenon and temporal dynamics of the ripening and harvesting of a generalized fruit crop. A differential equation was constructed to simulate this process:

$$\frac{dF_r}{dt} = \left(\omega \frac{G_{Fr}(T)}{G_{Fr}(T)} - D_{Fr}\right)F_r$$

$$F_r = \begin{cases} 
0.05 & \text{if } Fr < 0.05 \\
1 & \text{if } Fr > 1 \\
Fr & \text{otherwise}
\end{cases}$$

where $\omega$ is a dimensionless shape parameter that determines when fruit will be at optimal ripeness and $Fr$ is a dimensionless index ranging from 0.05 to 1 representing the current quality of fruit present (see Figure 2.2a). $G_{Fr}$ (eqn 10) is the fruit quality development time and $D_{Fr}$ (eqn 9) is fruit quality decline rate. Previous studies have shown that $D. suzukii$ can subsist on various wild hosts when cultivated fruit is unavailable (Lee et al. 2015, Walsh et al., 2011). As such, I assume that non-preferred
fruit is always available during the simulation, albeit at a minimized quality level, by including a lower bound of 0.05 on Fr. Fruit quality \( D_{Fr} \) declines after harvest time lag has elapsed and is calculated as:

\[
D_{Fr}(t) = \begin{cases} 
0 & \text{if } Fr(t - h_{Fr}) < \varphi, \\
\gamma & \text{otherwise}
\end{cases}
\]
eqn 9

where \( t \) is time and \( \varphi \) is the maximum fruit quality value. \( h_{Fr} \) represents a harvest time lag, that is, the amount of time that passes between when the fruit is at optimal quality and when it is harvested and removed from the simulation. \( \gamma \) is the constant rate of fruit quality decline over time. At this time, fruit development is modeled to be a single-stage (i.e., not stage specific).

Temperature-based fruit development time, \( G_{Fr} \), is based on a phenological degree-day growth model of sour cherries. The double sigmoid fruit growth model of Zavalloni et al. (2006) was used to calculate the number of days required at various temperatures for sour cherries to reach optimal fruit ripeness. These data points were then fit to the following function:

\[
G_{Fr}(T) = \frac{1100}{T - T_{base}} + 30
\]
eqn 10

where \( T_{base} \) is a vertical asymptote at 4.0°C representing the base temperature required for the fruit to develop. As temperature increases the time required for the fruit to develop, \( G_{Fr} \), decreases.

I make the simplifying assumption that fruit is always available to the population and that only the quality changes with time. Fruit below optimal host quality decreases the rate of development of the simulated population. I constructed the following index of fruit quality (eqn 11) that is used to modify \( D. suzukii \) development rates (cf. Newman et al., 2003). This equation is mathematically transparent and of the correct general shape, acting as a “switch on” sigmoid controlling the effect of fruit quality on development.

\[
fr_{d} = m_{fd} \left( \frac{Fr}{Q_{p,fd,h}} \right)^{n_{fd}} \left( 1 + \left( \frac{Fr}{Q_{p,fd,h}} \right)^{n_{fd}} \right)^{-1} + 1 - m_{fd}; \ 0 \leq m_{fd} \leq 1
\]
eqn 11

where, \( Fr \) (eqn 8) is the simulated current host fruit quality value and \( m_{fd} = 0.75, Q_{p,fd,h} = 0.5 \) and \( n_{fd} = 4 \) are shape parameters; \( m_{fd} \) influences the strength of the fruit quality response, \( Q_{p,fd,h} \) is a half
saturation constant and \( n_{fd} \) controls the rate of switching (see Figure 2.2b). The index (eqn 11) ranges from 1 - \( m_{fd} \) to 1, and is used to modify \( D. suzukii \) development (eqn 6) as:

\[
d_i = d_i f_{rd}
\]
eqn 12

Similarly, the effect of fruit quality on mortality is calculated using the following “switch-off” sigmoid:

\[
f_{r\mu} = m_{f\mu} \left(1 + \left(\frac{f_{r}}{Q_{p,f\mu}}\right)^{n_{f\mu}}\right)^{-1}
\]
eqn 13

where \( m_{f\mu} = 0.1 \), \( Q_{p,f\mu} = 0.5 \) and \( n_{f\mu} = 4.0 \) are shape parameters; \( m_{f\mu} \) influences the strength of the mortality response, \( Q_{p,f\mu} \) is a half saturation constant and \( n_{f\mu} \) controls the rate of switching (see Figure 2.2b). I consider the effect of fruit host quality on mortality to be additional to the mortality due to temperature. This is a phenomenological representation and I consider it to be equivalent across all life stages. \( f_{r\mu} \) creates an additional mortality that ranges from 0 when fruit quality is optimal to 1 when fruit quality is minimal. I thus model intrinsic mortality, \( \mu_{in} \) as:

\[
\mu_{in} = \mu_i + f_{r\mu}
\]
eqn 14

where \( \mu_i \) is given by eqn 7.

Figure 2.2 a) Fruit quality development time as described in eqn 8 for a simulated temperature profile (see section 2.6.2) with a harvest delay, \( \omega \), 50. b) illustrates fruit quality index (eqn 11) for influencing development and fruit quality decline (eqn 13) for influencing mortality.
2.3.5 Model State Equations

The following equations are used to model the rates of change of the population of the various stages of *D. suzukii*’s life history. The rate of change for the egg stage is given by:

\[
\frac{dE}{dt} = \left( \sum_{i=1}^{6} f v_i F_i \right) - E(\mu_{in,e} + \mu_{ex,e} + d_e)
\]

eqn 15

where \( f \) is fecundity (eqn 5), \( E \) is the number of eggs at time \( t \), and \( v_i \) represents egg viability at a particular adult female \((F_i)\) stage. Data on female age-specific egg viability were obtained from Emiljanowicz et al. (2014). This is depicted in Figure 2.3 (see figure caption for details). Egg daily per capita intrinsic mortality, \( \mu_{in,e} \), is given by eqn 14, and egg daily per capita extrinsic mortality, \( \mu_{ex,e} \), represents the rate of egg loss due to natural enemies. \( d_e \) represents the daily per capita rate of eggs developing into first instar larvae \((I_1)\), see eqn 16.

![Figure 2.3 Female age-specific egg viability. Changes in viability correspond to \( v_i \) in eqn 15 where \( v_1 = 0.832, v_2 = 0.807, v_3 = 0.763, v_4 = 0.556, v_5 = 0.324, v_6 = 0.257 \) (see Emiljanowicz et al. 2014 for further information).](image)
The rates of change for each of the three larval instars ($l_1$, $l_2$, $l_3$) are given by:

\[
\frac{dl_i}{dt} = d_i E - l_i (\mu_{in,i} + \mu_{ex,i} + d_i)
\]

eqn 16

\[
\frac{dl_i}{dt} = d_{i-1} l_{i-1} - l_i (\mu_{in,i} + \mu_{ex,i} + d_i)
\] for $i = 2, 3$

again, where $\mu_{in,i}$ and $\mu_{ex,i}$ represent the daily per capita intrinsic and extrinsic mortality rates at each larval instar ($i = 1, 2, 3$) and the $d_i$ represent daily per capita development rates ($i = 1, 2, 3, e$).

The rate of change of the pupal stage is as follows

\[
\frac{dp}{dt} = d_3 l_3 - p (\mu_{in,p} + \mu_{ex,p} + d_p)
\]

eqn 17

where $d_3 l_3$ is the rate of individuals transitioning to pupae from the third instar and $\mu_{in,p}$, $\mu_{ex,p}$ and $d_p$ represent the daily per capita lost to intrinsic mortality (eqn 14), extrinsic mortality and development to the adult stage (eqn 12), respectively.

The rate of change of adult males is given by

\[
\frac{dm}{dt} = \theta d_p - m (\mu_{in,m} + \mu_{ex,m})
\]

eqn 18

where $\theta = 0.5$ and represents the proportion of adult flies that are males.

The adult female population is divided into seven sub stages, each with its own rate of change, to account for declining egg viability as females age (see Figure 2.3).

\[
\frac{df_i}{dt} = (1 - \theta) d_p P - f_i (\mu_{in,f_i} + \mu_{ex,f_i} + d_{f_i})
\]

eqn 19

\[
\frac{df_i}{dt} = d_{f_{i-1}} f_{i-1} - f_i (\mu_{in,f_i} + \mu_{ex,f_i} + d_{f_i})
\] for $i = 2 \ldots 7$

Pupae develop into adult flies at a daily rate of $d_p P$. The proportion of pupae that become adult female flies ($f_1$) is $1 - \theta$. Different female stages ($f_i$) were derived from empirical data on female aging and reproductive output (Emiljanowicz et al. 2014) and reflect the female stages over which offspring viability was found to be approximately constant (see Figure 2.3). Daily per capita development rates for each of these stages were estimated from laboratory experiments (Emiljanowicz et al 2014):
\[ d_{F_i} = \frac{1}{80}, \frac{1}{10}, \frac{1}{5}, \frac{1}{4}, \frac{1}{5}, 0 \text{ for } i = 1 \text{ to } 7. \] The final adult female stage \((F_7)\) has no development rate as there is no stage beyond \(F_7\) but mortality continues per eqn 19, and they produce no viable eggs (Figure 2.3).

Although the model appears to be complex (Figure 2.1) it is conceptually simpler when one considers that both the three larval instars and seven adult female stages are replicate stages with similar function. While simpler aggregate versions of these stages might be used, I avoid doing so here in order to maintain the full mechanistic nature of the model thereby maximizing its elucidation and exploration potential (see section 4.2.4 for further discussion).

### 2.3.6 Environmental Equations

Equations related to diapause termination (eqn 2 and eqn 3) require number of daylight hours, \(h\), which is calculated as follows (Glarner 2006):

\[
h = \frac{24}{\pi} \times \text{arccos}(k')
\]

where \(k'\) is computed as

\[
k' = \begin{cases} 
-1 & \text{if } k < 1 \\
0 & \text{if } k > 1 \\
k & \text{otherwise}
\end{cases}
\]

Finally, \(k\), the exposed radius between the sun’s zenith and the sun’s solar circle, is a function of latitude, \(\lambda\), the number of days from January 1\(^{st}\), \(\delta\), and the Earth’s rotational axis, \(\alpha_e = 23.439^\circ\).

\[
k = \tan\left(\frac{\pi L}{180^\circ}\right) \times \tan\left(\frac{\pi R}{180^\circ}\right) \cos\left(\frac{\pi Y}{182.625^\circ}\right)
\]

In order to demonstrate the base model’s behavior, I use a cosine model of daily mean temperature (eqn. 23). For the figures shown in the results section, I parameterized the cosine model to approximate temperature records for four distinct geographical regions across Canada and the United States. The mean 20-year (1993-2013) observed daily mean temperature data for Chicoutimi
township, Quebec; Clark county, Washington; Santa Barbara county, California; and Hillsborough county, Florida are reasonably represented by Temp A, B, C and D respectively in Figure 2.4 (see also Table 2.3). Each of these ‘profiles’ was generated using eqn 23, where ε, k, s and w represent amplitude (°C), horizontal stretch (days$^{-1}$), horizontal shift (° latitude) and vertical shift (°C) respectively, and are parameterized as per Table 2.2.

\[ T = \varepsilon \times \cos \left( \frac{k \pi t}{365} - \frac{s \pi}{180} \right) + w \]  

\text{eqn 23}

![Graph of modelled temperature profiles](image)

Figure 2.4 Modelled temperature profiles approximating 20-year mean daily temperature for Chicoutimi QC (A), Clark county WA (B), Santa Barbara county CA (C) and Hillsborough county FL, (D).

<table>
<thead>
<tr>
<th>Profile Name</th>
<th>$\varepsilon$ (°C)</th>
<th>$k$ (days$^{-1}$)</th>
<th>$s$ (°lat)</th>
<th>$w$ (°C)</th>
<th>Profile Temperature Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temp A</td>
<td>-17</td>
<td>1.9</td>
<td>13</td>
<td>2</td>
<td>Moderate summer, cold winter, large inter seasonal variation</td>
</tr>
<tr>
<td>Temp B</td>
<td>-8</td>
<td>2.15</td>
<td>32</td>
<td>12</td>
<td>Moderate summer, cool winters, moderate inter seasonal variation</td>
</tr>
<tr>
<td>Temp C</td>
<td>-6</td>
<td>2.11</td>
<td>36</td>
<td>16.5</td>
<td>Warmer summer, moderate winter, reduced inter seasonal variation</td>
</tr>
<tr>
<td>Temp D</td>
<td>-7</td>
<td>1.9</td>
<td>14</td>
<td>22.5</td>
<td>Hot summers, moderate winter, reduced inter seasonal variation</td>
</tr>
</tbody>
</table>

Table 2.2 Parameters used to generate model temperature profiles per eqn 23.

Observed mean daily temperature data was collected for a 20-year span (1993-2013) for
various soft-skinned fruit producing counties and townships across the United States and Canada (see Table 2.3). U.S. data was obtained via the National Climatic Data Center (http://www.ncdc.noaa.gov/) and Canadian data was obtained via Environment Canada (http://climate.weather.gc.ca/).

<table>
<thead>
<tr>
<th>County/Township, State/Province</th>
<th>Approximate Latitude, Longitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fraser Valley, BC</td>
<td>49.5800° N, 121.8333° W</td>
</tr>
<tr>
<td>Chicoutami, QC</td>
<td>48.4200° N, 71.0500° W</td>
</tr>
<tr>
<td>Kent, NB</td>
<td>46.5800° N, 64.8000° W</td>
</tr>
<tr>
<td>Cumberland NS</td>
<td>45.7000° N, 64.1000° W</td>
</tr>
<tr>
<td>Clark, WA</td>
<td>45.7700° N, 122.4800° W</td>
</tr>
<tr>
<td>Norfolk, ON</td>
<td>42.8500° N, 80.2600° W</td>
</tr>
<tr>
<td>Allegan, MI</td>
<td>42.5600° N, 86.2500° W</td>
</tr>
<tr>
<td>Burlington, NJ</td>
<td>39.8800° N, 74.6700° W</td>
</tr>
<tr>
<td>Bladen, NC</td>
<td>34.6200° N, 78.5600° W</td>
</tr>
<tr>
<td>Santa Barbara, CA</td>
<td>34.5400° N, 120.0300° W</td>
</tr>
<tr>
<td>Wayne, MS</td>
<td>31.6400° N, 88.7000° W</td>
</tr>
<tr>
<td>Hillsboro, FL</td>
<td>27.9100° N, 82.3500° W</td>
</tr>
</tbody>
</table>

Table 2.3 Latitude and longitude of 12 of important blueberry and/or strawberry producing counties and townships in the United States and Canada. Sorted by latitude (north to south). See Figure A1.3 in the supplemental material for a map of these locations.

2.3.7 Model Implementation

The model was implemented and all of the equations presented in the previous sections were solved using C++, specifically GNU gcc version 4.8.4 for Ubuntu Linux (14.04.03 LTS). All differential equations (eqn 15 through eqn 19) were solved using Euler’s method of numerical integration. Source code files including headers are freely available at https://github.com/alangillGuelph/dsPopSim.
2.4 Results

Unless otherwise stated all simulations begin with 10 females (F$_1$) introduced during the time step for which temperature is adequate to break diapause (18°C) and are run for a full year starting January 1$^{st}$. In all results, population counts are limited to females (as the limiting factor) and have been normalized by dividing all populations by the maximum population (per data set) such that the largest population is 1. This operation emphasizes relative rather than absolute differences and facilitates comparison across time and space. The per-simulation maxima used for normalization as well as a summary of sub model parameters are available supplemental material (Tables A1.1 through A1.3).

2.4.1 Base Model Dynamics

Figure 2.5 demonstrates the base population dynamics for a series of simulations where temperature was held constant. Total cumulative population (all adult female stages) over the entire simulation duration is reported and neither diapause nor fruit quality are considered initially. Provided temperatures are favourable for fecundity and development, population size increases exponentially. Cumulative population sizes increase until the optimal temperature is reached, after which development rates decrease, mortality increases and the simulated cumulative population declines. The resulting normalized cumulative population sizes under constant temperature are shown in Figure 2.5.

Figure 2.5 Normalized cumulative female population for various constant temperatures. Simulations are 365 time steps in length, begin with 10 fecund females and do not include the diapause or fruit quality sub models.
2.4.2 Effects of Starting Population Size and Appearance Timing

Since little is known about how *D. suzukii* overwinters and overwintering mortality rates can be decoupled from the actual air temperature by choice of microhabitat or use of heated human-made structures, I examined the sensitivity of the model results to the two principal variables that might vary with overwintering: the size of the population that survives the winter (or immigrates from a region with a warmer climate) and the date at which they appear in a region (Figure 2.6). This sensitivity test does not consider the diapause and fruit quality sub models introduced later. The initial population size was varied from 10 to 10000 $F_1$ females, and the day on which they are added to the simulation was varied from 0 (i.e. January 1st) through 364 (December 31st). Model temperature profile Temp B (see Table 2.2) is shown here for illustration. Figure 2.6 illustrates the resulting normalized cumulative population (all life stages) for different introduction dates and populations sizes.

![Figure 2.6 Cumulative population sizes for varied initial introduction dates and populations sizes. In both cases, introduced flies are fecund females and the simulated timeframe uses model temperature profile Temp B. Individual simulations were run for 365 time steps.](image)

Due to the continuous population representation and a single introduction date, the time step at which the population is introduced has a strong impact on the cumulative population size. For very
early introduction dates the population can become extremely small despite having the maximum potential time for growth. Increased mortality as well as decreased development at colder temperatures produces a decline in the population below one individual and tending towards (but not reaching) zero during the colder first part of the simulated year. This creates a population ‘deficit’ that must then be overcome during the warmer periods. As the initial appearance day occurs later in the year this effect lessens and cumulative population increases significantly. In general this increase continues until the maximum cumulative population occurs with an introduction date that avoids decline due to early cold and allows for maximum time for the population to increase before temperatures decrease later in the year. In this simulation the optimal appearance day was May 21st. After this date the cumulative population decreases as declining temperatures in the fall and winter leave the population with less opportunity for positive growth. The optimal date of introduction is dependent on the location-specific yearly temperature profile, and is affected by the rate at which temperatures increase as well as the maximum temperatures which, when above heat tolerance, affect mortality and male sterility. Simulations run with temperature profiles that have less pronounced seasonality (regardless of peak temperature) are less sensitive to introduction date. Varying the starting population has a direct linear scaling effect on the cumulative population for a given introduction date.

2.4.3 Diapause Sub Model

As stated in the introduction, the precise environmental control on diapause induction is not yet known for this species of Drosophila, but I made the reasonable assumption that it is similar to that found for other species of Drosophila. Sensitivity analysis of the diapause sub model suggests that the number of daylight hours required to induce diapause has little effect on the cumulative population size (see supplemental Figure A1.2). This is due to the fact that temperatures decline and population growth rates decrease before diapause induction actually occurs. Because of this minimal effect, the diapause induction parameter was fixed at a conservative 10 hours of daylight for all simulations.

Similarly, the precise temperature causing diapause termination is not yet known for this species. Based on work for other species of Drosophila, I estimated that 18°C was a reasonable first approximation for this parameter value. I investigated the impact of diapause termination
Unlike the number of daylight hours required for diapause induction, temperature-based diapause termination does have a large effect on the cumulative population. In particular, as the termination threshold temperature increases, the amount of time available for population growth is reduced, and thus the cumulative population size declines. It is worth noting that the effect of diapause is most noticeable in regions of moderate climate (i.e., Temp profile C). In regions where temperatures are warm and relatively constant throughout the year (Temp D), the population is less sensitive to this parameter, as the higher temperatures ensure that the population breaks diapause early and cumulative population size is maximized. Only when the diapause termination temperature is set to unrealistically high values does it affect the population. In cooler climates (Temp A and B) the effect of diapause termination is also minor as the temperatures do not reach the diapause threshold until well into the year and the temperature profile is not as favourable for population growth when diapause is broken.

As discussed previously (Figure 2.6), the introduction of the initial flies when temperatures are too cool to promote positive development can cause a population deficit that may not be overcome, particularly when the diapause termination threshold is high relative to local warm season...
temperatures. This population deficit is biologically unrealistic and in order to correct for this the initial individuals are added on the timestep when the temperature is adequate to break diapause. Figure 2.8 shows the combined effects of the base population dynamics and diapause sub model with various modelled temperature profiles.

Each of the illustrated populations shows similar growth followed by decline after peak temperature. Temp D has the earliest diapause termination date due to warmer temperatures earlier in the model year. The population increases quickly but the rate slows somewhat as temperatures exceed those required for optimal development. Temp C produces a later diapause termination date but surpasses the population size of Temp D as it remains at or near optimal development temperatures for a longer period. Temp A produces the lowest population peak due to the latest diapause termination date and temperatures consistently below optimal development.

Figure 2.8 Normalized per-day female count for each of the model temperature profiles. 10 fecund females are introduced into the simulation on the time step (starred) for which diapause would be terminated due to adequate temperature.
2.4.4 Observed Temperature Data simulations

In addition to the cosine temperature curves, I also used observed daily mean temperature records, and 20-year average daily temperature as a way of investigating the influence of inter-annual variability and climate. Figure 2.9 illustrates the population dynamics based on empirical temperature data. I conducted 21 separate simulations, 20 using observed daily average temperature for Clark County WA from 1993 to 2013 inclusive, and one using the 20-year averaged daily temperatures. The results show the normalized daily count of females (all stages).

![Figure 2.9 Normalized per-day female (all adult stages) population dynamics using observed daily mean temperature data for Clark County, WA (1993-2013). Bold line indicates simulation using 20-year average daily temperature. 10 females are introduced into the simulation on the time step where temperature is adequate to break diapause.](image)

These results illustrate the flies’ sensitivity to annual variation in temperature. I can look to several temperature cues to highlight the reasons for the large spread of values. The mean annual temperature for the year producing the largest population (2003) is 12.0°C (the second largest mean daily temperature of the 20-year data set) compared with 10.84°C for the year producing the smallest peak population (1996). In addition, diapause terminates on April 8th in 1996 and on May 23rd in 2003. While this would appear to give the 1996 population a 45-day growth advantage, instead
diapause terminates on an abnormally warm day early in the year and subsequently the population crashes when temperatures return to low seasonal norms. The later diapause termination date in 2003 ensures that the population begins and maintains a positive growth phase at a near-optimal time step for population growth. Comparing the 2003 population with that of 2004, which has the highest annual average daily temperature at 12.14°C, I note that 2004 has the fourth highest cumulative population, approximately one third that of 2003. Again, I find that an earlier diapause termination on April 27th results in a short phase of negative population growth followed by sub-optimal positive growth early in the simulation compared to the optimal growth of the 2003 population. Diapause termination date and mean daily temperature together contribute significantly to the cumulative population size.

2.4.5 Fruit Sub Model

Up to this point, I have illustrated the behaviour of the model under the assumption that food is always available at an optimal quality for development. Figure 2.10 shows the effect on the cumulative population of varying the quality of available food through the fruit sub model. For these simulations 10 F1 females were introduced on March 16th (day 75) rather than at diapause termination as the diapause sub model was not considered for these simulations. The \( \omega \) multiplier determines the rate at which fruit reaches optimal quality and the harvest lag determines the number of days in which optimal quality fruit will be available to the simulated population. The simulations were run for the temperature profile Temp B.
I note that as $\omega$ increases so too does the population as fruit becomes available earlier in the year, thereby optimizing the opportunity for population growth. This effect is enhanced when the harvest lag increases, but only until the lag reaches approximately 100 days, after which factors such as temperature-driven mortality and late-year declining temperature and diapause initiation determine population thresholds. The effect of the fruit sub model is similar for various locations tested but it is worth noting that with a fixed $\omega$ multiplier optimal fruit quality is reached sooner in regions with warmer temperatures while in regions with colder temperatures may not be reached at all preventing the population from reaching its maximum potential size. Furthermore, a short harvest lag time can inhibit population growth by limiting food source availability. This effect is most pronounced when $\omega$ is very low (late ripening fruit) or very high (early ripening fruit) and when combined with a short harvest lag period.
2.4.6 The Complete Model

The complete model combines the effects of diapause and the fruit sub model. In Figure 2.11 I illustrate the complete model’s behaviour. Normalized cumulative populations are shown for various strawberry and blueberry producing counties in the United States and townships in Canada. For each location daily average temperature data were obtained for the years 1993 through 2013. The simulation was run for 365 days and the mean normalized cumulative population, diapause termination date and date at which the peak number of adult females occurred were recorded for each year for each location. To illustrate the effects of the fruit quality sub model, the simulations are repeated with the same parameters and temperature data and the fruit parameters $\omega$ set to 4.0 and harvest lag time set to 50 days. Also included are the dates where peak population (adult females) occurs for the model both including and excluding the fruit sub model.

In the simulation without the fruit quality sub model it is the the southern-most counties that produce the largest simulated populations of *D. suzukii*. The relatively northern Burlington County, New Jersey appears to be an exception to this primarily due to warmer, but not extreme, temperatures throughout the year. The maximum temperature-based intrinsic mortality and upper threshold for temperature-based development are reached at 33°C and 31°C respectively, which explains why a region with more moderate temperatures such as Burlington county might have one of the larger populations. If the temperatures are near optimal for development (approximately 24°C) with minimal days above the threshold for maximum mortality or minimum development, then a population could grow optimally at a more northern latitude. The diapause termination date follows a largely south-to-north trend due to higher temperatures early in the year. However, there is little evidence of a significant latitudinal trend for peak population date due to a combination of declining temperatures and diapause induction in all locations later in the year.
Figure 2.11 Population dynamics, including diapause and fruit quality considerations, for various soft-skin producing counties and townships across the United States and Canada. Cumulative population is normalized to show relative potential population sizes. Time step at which diapause would terminate and peak adult female population occurs for the diapause-only and diapause-fruit models are also shown.

Since the base model implies that food is available at optimal quality at all times smaller overall populations were observed when the fruit quality sub model was included (Fig. 9). Because development decreases and mortality increases when fruit is not at optimal ripeness, populations do not reach the maximums observed when the fruit sub model is not present. Peak population size is reached earlier in the year when the fruit sub model is included. This is the result of a decline in population after the harvest lag time has elapsed. When the fruit sub model is ignored populations can continue to grow provided diapause has not been initiated and temperatures are favourable. The
warmer regions in Hillsborough (FL), Santa Barbara (CA) and Wayne (MS) have lower cumulative populations than might be expected since the fruit in the model, also being temperature dependent, ripens very quickly. The population then grows optimally for the duration of the harvest lag time after which development rates decrease due to the limited availability of fruit for the remainder of the simulated year. On the other hand, regions where the fruit grows more slowly offer the population a sub-optimal quality yet available food source for a longer period of time followed by the same harvest lag time thus producing relatively larger populations.

2.4.7 Extrinsic Mortality

Extrinsic mortality (i.e. mortality due predators, parasites and pathogens) in the field is inherently difficult to quantify but is likely a very important determinant of population size. The simulations shown in Figure 2.11 considered extrinsic mortality to be zero. Here I show the impact that increasing extrinsic mortality has on relative population size (Figure 2.12). It can be noted that as extrinsic mortality approaches intrinsic mortality in magnitude (i.e. total mortality is doubled), the resulting population size declines by nearly four orders of magnitude.

These results indicate that extrinsic mortality can potentially be a major factor in determining population size. I modelled extrinsic mortality as always being additional to intrinsic mortality. That is, I assume that extrinsic mortality never compensates for intrinsic mortality. This may or may not be a good assumption, and this will be explored further in subsequent work. In any case, this result highlights the need to obtain estimates of this rate if we are to accurately predict the population dynamics for this species.
2.5 Discussion

The population dynamics model presented herein has been developed using known life history traits of *D. suzukii* and its development is consistent with empirical data and known mechanistic responses to air temperature (Ryan et al. 2016, Emiljanowicz et al. 2014, Tochen et al. 2014, Kinjo et al. 2014). Temperatures that remain well below those required for optimal development produce relatively small populations due to a prolonged development period, reduced fecundity and increased intrinsic mortality. Temperatures that peak above the optimal development temperature, and that remain high, also have a negative impact on population size due to an increase in temperature-dependent mortality and reduced development rate, while ideal temperature profiles remain within a few degrees of optimal temperature for development. As expected, cumulative population numbers varied by region, often by several orders of magnitude, depending on regional temperature profiles.

I also considered the effects of diapause on population responses. Photoperiod-induced diapause has been characterized in numerous Drosophilid species (Kimura, 1990; Lumme et al., 1974; Salminen et al., 2012; Saunders et al., 1989). For example in *D. melanogaster* newly eclosed females
undergo diapause when exposed to short days (<14 h of light); photoperiod-induced diapause is then terminated rapidly by transfer to 18 °C (Saunders et al., 1989). However, there is relatively little information on diapause in *D. suzukii*. Ryan et al. (2016) found that pre-exposure to short photoperiod (10:14 L:D) had no effect on the survival responses of adult *D. suzukii* to long-duration low-temperature exposure relative to controls (15:9 L:D), however the level of ovarian maturation in that study was unknown, and as such it was not clear if short photoperiod induced physiological diapause. Jakobs et al. (2015) also found no evidence of diapause in *D. suzukii* following two weeks of exposure to simulated fall conditions, though while photoperiod may have been short enough to induce diapause (11.5:12.5, and 12:12 L:D), daytime temperatures in that study were relatively high during this exposure (9/21 °C and 5.5/19 °C). Consequently, the diapause sub model presented here is both simplified and generalized due to a lack of specific detail on *D. suzukii* diapause characteristics, but could easily be refined as data become available.

Diapause sensitivity analysis suggests that diapause termination temperature is more important for population growth than the photoperiod at which diapause is induced. This is because low fall temperatures have a strong negative impact on development and fecundity in advance of diapause induction. Empirical observations of *D. suzukii* temperature-dependent development show that fall temperatures substantially slow development. Ryan et al. (2016) found that egg-to-adult development of *D. suzukii* took 30.3 days at 15 °C, 75.1 days at 10 °C and was suspended at temperatures of 8 °C and below. Similar results for *D. Suzukii* have also been found by Tochen et al. (2014). As such, in many cases development had slowed or stopped in the current model in advance of diapause induction. However, temperature-based diapause termination could significantly impact overall population size with early diapause termination, coupled with consistently warm temperatures, representing ideal conditions for population growth. Moderate climates are the most sensitive to termination temperature, while areas with warm temperatures are less sensitive to this parameter, as the higher temperatures ensure that the population breaks diapause early and cumulative population size is maximized (Figure 2.7). These runs were performed with mathematically generated temperature profiles however, and the behaviour is likely to be different in reality, where temperatures are fluctuating. For example, in cases where diapause breaks early because of transient unseasonably high temperatures, populations may be at a disadvantage once temperatures return to lower seasonal norms (Figure 2.6). Fluctuating temperatures have also been shown to alter temperature-dependent life history traits. For example, *D. melanogaster* reared under fluctuating-temperature conditions had a higher tolerance to both heat and cold than those exposed to constant
temperatures (Overgaard et al., 2011).

Analysis of the sensitivity of the model to the initial number of individuals demonstrates that the peak population predictably scales with the initial number of females (Figure 2.6). This highlights the importance of overwintering survival to the final population size. However, the model is limited to single-year simulations due to a lack of available data on the overwintering of *D. suzukii*, though some progress has been made in this area. It is now known that *D. suzukii* are chill-susceptible and are likely to have low survival in regions that experience low winter temperatures. Jakobs et al. (2015) found that 80% of flies were killed after 1 h at -7.2 °C for males, and -7.5 °C for females. Additionally, it was found that populations in field cages in Southern Ontario were killed early in the winter by a transient cold snap (Jakobs et al., 2015). This would suggest that in severe winters, where temperatures regularly fall below zero, spring populations of *D. suzukii* are likely due to new migrations or from populations overwintering in human-made structures. As data are collected on overwintering, immigration, invasion and transportation characteristics, the model may be enhanced to produce multi-year simulations with carry-over of individuals between years. Further, for many regions humidity is also likely be an important characteristic for development fecundity and mortality (Tochen et al. 2015) but is not considered here.

The current model also illustrates the impact of fruit quality on population size. Fruit of high quality and availability can, in conjunction with environmental factors, optimize population growth while lower quality fruit (pre-ripened) and low availability (post-harvest) are likely to have a negative impact. The fruit quality sub model presented here is simplified and represents no specific fruit development model though it is general enough that it may be parameterized for specific hosts for which development data are available. Figure 2.11 illustrates the effects of host availability on population size and shows that unlimited availability of appropriate hosts can result in cumulative population numbers that are several orders of magnitude higher than situations where food is transiently available. *D. suzukii* have many known non-crop hosts that may grow in field margins, hedgerows, or areas with unmanaged woody or riparian ornamentals, shrubs or vines that are able to sustain *D. suzukii* populations (Lee et al., 2015). As such, *D. suzukii* populations in crops are likely heavily influenced by the availability of wild hosts between harvests. The impact of fruit availability on population numbers therefore strongly argues for management practices that include cultural controls such as removal of wild hosts and destruction of rotting fruit post-harvest.

Wiman et al. (2014) have produced a model to explore *D. suzukii* population dynamics with several similarities to the model presented here. Both models incorporate environmental factors,
particularly temperature, to determine survival and fecundity, both assume that food is always available to the population and both minimize early-year negative population growth using roughly analogous ‘biofix’ (Wiman et al. 2014) and diapause termination. There are however, important differences. The Wiman model is based on Leslie matrices and is thus a discrete time model, and critical population parameters are based on the empirical observations of Tochen et al (2014). In contrast, my model is continuous in time representation and is based primarily on experiments conducted by Emiljanowicz et al. (2014) and Ryan et al. (2016). While the observations of Tochen et al. and Ryan et al. are similar, experimental changes such as fruit versus artificial diet (respectively) may account for discrepancies in the resulting parameters which may in turn be reflected in the differing results between the two models. Finally, I have included a diapause sub model whereas diapause appears to be considered only during the calculation of the initial population size in the Wiman model. When the diapause and fruit sub models are included the difference in resultant population size between the two models (supplemental Figure A1.6) are amplified as the model shows a sharper decline in population in the later months due largely to the induction of diapause and the decrease in fruit quality.

Another recent model is that of Gutierrez and Ponti (cf. Asplen 2015, supplementary material). They present a physiologically-based demographic model (PBDM) parameterized with development and mortality rates based on the data of Tochen et al (2014), Dalton et. al (2011), Kinjo (2014) as well as unpublished laboratory data. The model is stage specific including egg, larval, pupal and adult stages. Although an explicit diapause phase is not included, a reproductive quiescence is initiated when food hosts are unavailable (due to low temperatures) or temperatures are considered too low to support reproduction. Unlike the model presented here, Gutierrez and Ponti include consideration for relative humidity on fecundity and overwintering of reproductively quiescent adults. Despite the differences many of the conclusions remain the same; temperature and host availability are among the principle drivers of population size and as such warmer climates are likely to experience larger and potentially more destructive infestation than cooler climates. Taken together, the differences between the three models and their predictions help shape understanding of how different abstractions add to the knowledge of population dynamics in this species.

Given that D. suzukii is a relatively new pest in North America, research is ongoing to establish its actual and potential impact on the soft-skinned fruit and berry industries (Goodhue et al. 2011, Bolda et al., 2010). Studies of the effectiveness on pesticides and information campaigns (Beers et al. 2011, Dreves 2011, Bruck et al. 2011, Walse 2012) are already underway. It is important to
acknowledge the cost of these measures, both financial and environmental, and that fruit-growing regions are not at equal risk for significant loss due to infestation. In some areas environmental factors may prohibit \textit{D. suzukii} from reaching the required critical mass and might avoid costly chemical treatments. In other areas such treatments may be routinely unavoidable. However, inter-annual fluctuations in temperature and longer-term climate change may cause SWD population levels to change, which may require appropriate adjustments in management strategies. As further field and laboratory data becomes available models such as the one presented here will continue to add important insights and may be considered important tools for stakeholders looking to prevent or mitigate the effects of \textit{D. suzukii} in high risk regions. Furthermore, as the global climate changes relative risk may also change on a regional basis. Areas of low risk due to temperate summers and colder winters may become more hospitable as temperatures rise while currently high risk areas may experience reduced \textit{D. suzukii} presence due to an increase of temperature outside of developmental or mortality range. Regional cooling on a shorter time scale as climate shifts occur may also have an impact on the presence and impact of \textit{D. suzukii}. These climate impacts are an important area of study when considering a long-term strategy for managing this species (Langille et al. 2017).
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3. The Impacts of Climate Change on the Abundance and Distribution of the Spotted Wing Drosophila (*Drosophila suzukii*) in The United States and Canada

3.1 Abstract

*D. suzukii* is a relatively recent and destructive pest species to the North American soft-skinned fruit industry. Understanding this species’ potential to shift in abundance and range due to changing climate is an important part of an effective mitigation and management strategy. I parameterized a temperature-driven *D. suzukii* population dynamics model using temperature data derived from several Global Circulation Models (CMIP5) with a range of relative concentration pathway (RCP) predictions. Mean consensus between the models suggest that without adaptation to both higher prolonged temperatures and higher short-term temperature events *D. suzukii* population levels are likely to drop in currently higher-risk regions. The potential drop in population is evident both as time progresses and as the severity of the RCP scenario increases. Some regions, particularly in northern latitudes may experience increased populations due to milder winter and more developmentally-ideal summer conditions but many of these regions are not currently known for soft-skinned fruit production and so the effects of this population increase may not have a significant impact.

Keywords: *Drosophila suzukii*, global circulation model, CMIP5, invasive species, elevated temperatures, soft-skinned fruit industry
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3.2 Introduction

Climate change is likely to alter the abundance and distribution of invasive species, via changes in: introduction pathways, effectiveness of management strategies, and altered climatic constraints (Hellman et al., 2008). Changes in key environmental factors such as temperature (Ward & Masters, 2007) will influence species’ ability to survive and thrive in regions for which climate no longer acts as a natural boundary. Invasion and infestation risks may increase as shorter, warmer winters open northern regions to overwintering possibilities and to earlier and longer growth seasons. Conversely, for some species there may be a reduction in suitability as climate factors begin to exceed mortality and development tolerances. Examining the potential changes in abundance and distribution of pest species due to climate change is vital from economic and food-security perspectives (Ziska et al., 2011).

*Drosophila suzukii* is a relatively recent species-of-concern for soft-skinned fruit producers. While undocumented outside of Japan prior to the 1930s (Kanzawa, 1939), it has increased its geographic range rapidly over the past 35 years and can now be found on every continent except for Antartica (Asplen, 2015). *D. suzukii* is particularly concerning because unlike other “vinegar” flies its eggs are deposited preferentially into ripe (or ripening) fruit through the female’s serrated ovipositor (Atallah et al., 2014). Host fruit then spoils due to larval feeding or secondary infection at the puncture site (Goodhue et al., 2011). It is estimated that production losses due to *D. suzukii* infestation could reach 20% of crop yield or above $5 million (USD) from preferred hosts including strawberries, blueberries, cherries, blackberries and raspberries.

As with most insects, temperature is among the critical factors influencing *D. Suzukii* population size and consequently infestation potential. Several laboratory studies have highlighted the role of temperature in development and mortality and as such baseline physiological data is available. For example, Ryan et al. (2016) found that mortality thresholds occurred at 5°C (lower) and 35°C (upper), that no adult eclosion occurred at temperatures less than 8.1°C or above 30.9°C and that optimal temperatures for development and reproductive output occurred at 28.2°C and 22.9°C respectively. Similarly, Tochen et al. (2014) found the optimal rate of population growth at 22°C and development rates occurred at minimal, optimal and maximal temperatures of 13.4°C, 21.0°C, and 29.3°C respectively.
Langille et al. (2016) have developed a mechanistic model of *D. suzukii* population dynamics (Figure 3.1, see also Gutierrez, 2016), including sub model considerations for reproductive diapause and influence of fruit quality or viability. The principle environmental driver for the model is temperature and key biological mechanisms such as mortality, fecundity and development rates (for each life stage) have been parameterized wherever possible using the laboratory data of Ryan et al. (2016) and other literature-based estimates (Emiljanowicz et al. 2014). The model does not currently account for overwintering so all simulations run for a single year and typically begin with an initial number of adult females introduced on the date when diapause would be terminated due to adequately warm temperatures. Parameterizing the model with observed temperatures from 1993-2013, Langille et al. demonstrated potential relative population levels for twelve berry producing regions across Canada and the United States. The goal of that work was to demonstrate that, assuming temperature is a key determinant of population size, not all fruit-producing regions are at equal risk for infestation potential or severity, despite the almost ubiquitous presence of *D. suzukii* across North America. My goal in the present work is to explore how infestation-potential may be affected due to projected climatic change.

Figure 3.1 Schematic of the *D. suzukii* population dynamics model presented in Langille et al. (2016). This schematic highlights population stage structure and relationships between state variable equations including principal input and output parameters. Fecundity (f), development (d) and mortality (μ) processes are temperature (T) dependent while development and mortality also rely on the fruit quality sub model (fr). In addition to eggs, pupa and adult males, the model contains three juvenile instar stages and seven adult female stages in order to account for variation in egg viability (v). θ represents the ratio of males to females and is typically set at 0.5. Solid arrows indicate developmental stage transition, dashed arrows indicate fecundity and dot-dashed arrows indicate mortality.
3.3 Materials and Methods

Projecting future climate on a global scale is an exceptionally complex task given the number of processes and interactions that occur in the biotic and abiotic environment. Despite the challenges, Global Circulation Models (GCMs) continue to be refined and offer projected climate based on various modelled assumptions about those processes and interactions. The most recent suite of models follow the Coupled Model Inter Comparison Project phase 5 (CMIP5) framework and differ from their predecessors, in part, in their use of Representative Concentration Pathways (RCPs). Each of the RCPs represents a potential future trajectory of the principle forcing agents (measured in W/m²) driving climatic change. In simplified terms RCP2.6 represents a “peak-and-decline” scenario where radiative forces peak by mid century and decline by 2100. Both RCP4.5 and RCP6.0 are scenarios where stabilization of radiative forces occur by 2100, while in RCP8.5, these forces continue to increase beyond 2100 (van Vuuren, 2011). A subset of possible temperature projections was downloaded from the archives of the Downscaled CMIP3 and CMIP5 Climate and Hydrology Projections (ftp://gdo-dcp.ucllnl.org/pub/dcp/archive/cmip5/bcca). Specific climate models were chosen where projections were available for each of the four Representative Concentration Pathways (RCPs) 2.6, 4.5, 6.0, 8.5. Selected climate models included the BCC-CSM1.1, CCSM4, GFDL-EMS2G and ISPL-CM5A-LR (Table 3.1), all of which conform to the Coupled Model Inter Comparison Project Phase 5 (CMIP5) framework.

<table>
<thead>
<tr>
<th>Modelling Center or Group</th>
<th>Institute ID</th>
<th>Model Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beijing Climate Center, China Meteorological Administration</td>
<td>BCC</td>
<td>BCC-CSM1.1</td>
</tr>
<tr>
<td>National Center for Atmospheric Research</td>
<td>NCAR</td>
<td>CCSM4</td>
</tr>
<tr>
<td>NOAA Geophysical Fluid Dynamics Laboratory</td>
<td>NOAA GFDL</td>
<td>GFDL-EMS2G</td>
</tr>
<tr>
<td>Institut Pierre-Simon Laplace</td>
<td>ISPL</td>
<td>ISPL-CM5A-LR</td>
</tr>
</tbody>
</table>

Table 3.1 Official contributor name, institute ID and model name for the GCMs used herein.

The temperatures obtained were derived from projections downscaled via Bias Corrected Constructed Analogs (BCCAv2, Maurer et al., 2007; Brekke et al., 2013) and consist of daily minima and maxima at 1 degree (latitude/longitude) spatial resolution. I computed daily mean as (minimum + maximum) / 2. Daily data were then averaged over thirty-year time spans such that three time periods 2020s (2010-2039), 2050s (2040-2069) and 2080s (2070-2099) were produced. Each simulation began with 10 fecund females introduced on the date for which temperature would break
reproductive diapause (18°C). The fruit development index which controls the rate at which fruit reaches maturity was set to 4.0 and fruit was available at maximum quality for 50 days before beginning to decline. Multiple harvests per year were not included in these simulations. Reproductive diapause is initiated when the simulated grid cell reached 10 daylight hours per day (latitude-dependent). For a complete list of model parameters please consult Langille et al. (2016, supplemental material).

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial population of fecund females (individuals)</td>
<td>10</td>
</tr>
<tr>
<td>Diapause termination temperature (°C)</td>
<td>18</td>
</tr>
<tr>
<td>Diapause induction date based on daylight hours</td>
<td>10</td>
</tr>
<tr>
<td>Fruit development index (ω)</td>
<td>4.0</td>
</tr>
<tr>
<td>Fruit harvest lag (t_{fr}, days)</td>
<td>50</td>
</tr>
</tbody>
</table>

Table 3.2 Key base model parameters for simulations, cf. Langille et al. (2016, supplemental) for complete parameter value listing.

As mentioned in section 2.3.7, the base population dynamics model was implemented using C++, specifically GNU gcc version 4.8.4 for Ubuntu Linux (14.04.03 LTS). All differential equations (eqn 15 through eqn 19) were solved using Euler’s method of numerical integration. Source code files including headers are freely available at https://github.com/alangillGuelph/dsPopSim.

3.4 Results

In Figure 3.2 I illustrate the base model properties under a subset of temperature scenarios from the CCSM4 model for Burlington, New Jersey. The temperatures for three different RCPs and time frame combinations (Fig 2.a) show a relatively low (RCP2.6-2020), mid (RCP6.0-2050) and high (RCP8.5-2080) range of potential conditions. The difference in the temperature profiles result in varying fruit readiness date (Fig 2.b) and population levels (Fig 2.c). In particular, RCP8.5-2080 produces the earliest optimal fruit in part due to warmer temperatures early in the year while fruit ripens more quickly in RCP2.6-2020 than in RCP6.0-2050, due to slightly elevated temperatures in the March through May range. It is worth noting that the RCP6.0-2050 temperatures are generally higher than
those of RCP2.6-2020 in the later part of the year (June and onward) but this occurs after fruit has matured and been harvested. Despite some variation between the curves, there are only 14 days difference between the earliest and latest readiness dates.

In terms of population (Figure 3.2c), RCP8.5-2080 initially grows at the steepest rate but peaks relatively early in the year and begins to decline due to temperatures (Figure 3.2a) that are both too high to maximize development and contribute to mortality. RCP6.0-2050 growth is slowest due to the lower early-year temperatures which also causes slower fruit quality increases (Figure 3.2b). In comparison, RCP2.6-2020 provides maximum growth potential with early warmth and lower mid-to-late year temperatures that continue to foster growth without severely impacting mortality. Considering both reproductive output and development, modelled population growth occurs optimally at temperatures around 24°C. Quantitatively, temperature profiles for RCP2.6-2020, RCP6.0-2050 and RCP8.5-2080 produce 74, 62 and 47 days respectively where temperatures are ±2°C from model optimal.
Figure 3.2 a) Sample temperature profiles for Burlington, New Jersey from the CCSM4 model with different RCP-date combinations. Model-RCP combinations were selected to illustrate a range of output possibilities. b) and c) illustrate fruit quality sub model response and model population based on temperature profiles in a).

As it cannot be known a priori which of the climate models will produce the most accurate temperature projections, I combined the results to form ‘consensus maps’ (Fig 3). Simulated population totals (all life stages) were normalized across the entire data set, and means were generated per corresponding RCP and timeframe (i.e. these are averages of the results of the D. suzukii model, run for the different climate models). Based on these consensus maps, the 2020s have the potential for the most extensive high-population distribution across southern Canada and much of the continental United States. Northern Canada and regions occupied by the Rocky Mountains have relatively low populations due to lower temperatures that discourage development and encourage mortality. Similarly, the southern extent of the United States has relatively low populations
due to excessively high temperatures. There is a noticeable shift in population distribution moving to the 2050s as the central US becomes warmer and populations decline. Some northern central regions in Canada increase in population as temperatures become more favourable. These trends continue into the 2080s as the central and northern US become too warm, central Canada becomes warmer and the most favourable conditions in North America are located primarily to the north-eastern and western US as well as a few regions in southern Canada. While there is little qualitative difference between the model output in the RCP scenarios for the 2020 temperature projections, by the 2080s there is an evident decline in relative population levels in RCP 8.5.

As with the climate model, it is difficult to predict which RCP scenario will produce the most likely greenhouse gas emissions, so I further aggregate the model results by folding the model-RCP combinations into per-time frame consensus maps. Similar to Figure 3.3, in Figure 3.4 (upper) a general reduction in population sizes can be seen with the exception of moderate increases in the far northern regions as the results move into later time frames. While these mean populations give an overall impression of possible trends it is important to acknowledge the difference in values produced by the various model-RCP combinations.

Figure 3.4 (lower) illustrates these differences by showing the coefficient of variation between the normalized population values. For the 2020 model-RCP combinations relatively low values occur across the map. The exceptions are larger values to the extreme south in Florida, California and Texas. The 2050s show a larger range and an increase in high-variation locations, particularly in the extreme south and north. These trends continue into the 2080s, where larger variations occur over larger areas to the north south and west. Despite these large areas of variation, there remain areas of moderate and even low variation particularly in the interior.
Figure 3.3 Aggregated consensus maps of the modelled populations. Data are the computed mean normalized total population (all life stages) from all four climate models. Normalization is based on the entire pre-mean data set. White cells located in the interior parts of the maps reflect missing values in the downscaled climate model outputs and a 0.25 degree bi-linear interpolation was applied to all data cells.

Figure 3.4 (upper) Mean normalized population distribution across North America per-timeframe. Normalization occurs across the entire data set and mean is across all models and RCPs. (lower) Corresponding per-timeframe coefficient of variation across all models and RCPs. Coefficient of variation is based on the normalized population data. White cells located in the interior parts of the maps reflect missing values in the downscaled climate model outputs and a 0.25 degree bi-linear interpolation was applied to all data cells.
Figure 3.5 provides an alternate illustration of the overall uncertainty (i.e., larger coefficients of variation) among the model-RCP combinations. It shows both a negative correlation between coefficient of variation and mean population size and an increase in variation as the timeframe increases. This suggests that the largest per-cell uncertainty among model-RCP temperature estimates are in regions that would typically produce smaller populations (too warm or too cool) and that these estimates continue to diverge as the timeframe increases.

Figure 3.5 Grid cell coefficient of variation in population sizes versus the grid cell mean population size. The uncertainty in the population sizes that result from the differences between the climate model–RCP combinations tends to be larger as the mean of those population sizes gets smaller. Not surprisingly, the uncertainty is also larger later in the century than earlier.
In Langille et al. (2016) I presented potential modeled populations for several important berry producing regions in the United States and Canada. Figure 3.6 illustrates how the GCM model and RCP scenarios may affect population simulations in comparison with historic temperatures. For each location mean daily temperatures from 1993 through 2013 were calculated. More than half of the locations including Bladen North Carolina, Burlington New Jersey, Wayne Mississippi, Hillsborough Florida, Santa Barbara California and Clark Washington, have historic populations higher than all projected averages. This suggests that these areas are currently in or near the time frame for maximum population growth potential and that as temperatures increase over time populations should decrease. For the remaining locations including Allegan Michigan, Norfolk Ontario, Chicoutimi Quebec and Fraser Valley British Columbia the historic population is consistently lower than all of the projected averages suggesting that growth potential has yet to be maximized in those locations. It is also worth noting that most of the populations are projected to decrease by the end of the present century, including Allegan and Norfolk. The exception to this decline are the two northern most regions (Fraser Valley and Chicoutimi) which may continue to increase though their population levels remain relatively small.

Figure 3.6 Normalized populations for historic temperatures and GCM projections. GCM projections are averaged over all climate model-RCP combinations where × denotes mean population, whiskers denote maximum and minimum values, interior bar marks quartiles and small circles denote outliers. For averaged historic temperatures, large circles represent population normalized to GCM results.
3.5 Discussion

Understanding how pests such as *D. suzukii* may shift in range and density over time is an important part of an effective mitigation and management strategy (Asplen et al., 2015, Dreves, 2011). By combining various climate models and emissions scenarios I provide a mean outlook as to how increasing temperatures may affect infestation potential over the coming decades. The results of the model simulations offer a somewhat mixed forecast for *D. suzukii* infestations. They suggest that some regions in North America may already be at or near the peak of their population growth potential. Distributions and infestation hot-spots may shift over the next two or three decades but as toward the end of the century, depending on the degree of climatic change, there may be a marked decline in population growth potential from this destructive pest as temperatures become too warm to sustain development and mortality increases. Beyond sustained higher temperatures, an increase in short-term heat events in susceptible regions may adversely affect crop output (Teixeira et al., 2011) and subsequently lower pest population potential. In contrast, some northern regions may become more favourable for *D. suzukii* population growth and although many of these regions are not currently known for commercial soft-skinned fruit production currently this too may change over time (Olesen and Bindi, 2002).

It is important to address the simplifications of the model used in this work. At this time, there is no consideration for overwintering and as such the model is limited to single year simulations. Although empirical work continues to highlight the biological mechanisms and consequences of overwintering (Wallingford et al., 2016, Wallingford and Loeb, 2016, Shearer et al., 2016, Stephens et al., 2015) it has not yet been included in the model (see discussion in Langille et al. 2016). As a result, these simulations do not account for inter-annual population differences due to winter survival rates and subsequently presume that all regions begin with the same starting population size each year, which does not specifically reflect migrations (immigration or emigration) due to environmental or anthropogenic factors. Also, considerations for other mortality and development influencing factors such as humidity are not included but are likely to impact population growth (Tochen et al., 2016) while others such as predation and (parasitism) have been greatly simplified to reduce complexity.

Perhaps the most important limitation of the current work is the lack of accounting for evolutionary adaptation that may well occur over the course of the century. While this simplification may be reasonable when considering both the 2020s and historical temperatures, it may be more
reasonable to assume that some adaptive changes are likely to occur before the 2050s and 2080s. Both Umina et al. (2005) and Gilchrist et al. (2004) have demonstrated that rapid climate-driven physiological and adaptive change is possible in other species (*D. melanogaster* and *D. subobscura* respectively) although Kimura (2004) found no difference in thermal tolerance between cool and warm latitudinal strains of *D. suzukii* in its native region of Japan. Previous work has also shown that Drosophila species (such as *D. melanogaster*) can be cold and heat-hardened if short term temperature changes are non-lethal and that over longer term exposures acclimation can occur (Wallingford et al., 2016, Hoffman et al., 2003). Heat hardening may also increase desiccation resistance (Hoffman 1990). What remains unclear at this time are the exact thresholds for which evolutionary adaptations will protect species such as *D. suzukii* from temperature and humidity extremes and the developmental and reproductive trade-offs that may occur from such adaptations.

Although it is standard practice to average temperatures over larger time spans when using climate model data, the averaged data dampens short-term drops or spikes in temperature that might adversely affect population sizes. As such, the simulation results presented herein offer insight into the average potential for growth but do not highlight the extent of inter-annual variation that may occur. To illustrate the effect of using mean temperature data with this model, Figure 3.7 (a and b) shows a set of population curves for the historic temperature profiles (annual temperatures from 1993-2013). I also show the average of the population curves and the population when the simulation is run using the average temperatures over the 20-year time period. In some cases, such as with Hillsborough Florida, averaging the temperatures creates a near-optimal profile by greatly reducing the number of days where temperatures are either too high or too low to support development. The resulting population is larger than any of the individual observed temperature profiles would otherwise suggest. Conversely averaging the temperatures at Fraser Valley, British Columbia, results in a profile where most days are well below optimal growth temperatures. The individual historic temperature profiles, while more variable than the mean, offer the population more opportunity for growth. The resulting population from the averaged temperature profile is significantly smaller than most of the individual profiles.
Given the inherent uncertainties in both the base population dynamics model and the GCM-derived temperature data, the work presented here is not intended to be quantitative predictions. Rather it is hoped that these results, when considered with comparable modelling efforts on *D. suzukii* or similar pest species, will help to guide and refine empirical and theoretical work on the mechanisms that drive population levels and highlight the range of possible outcomes as we enter a critical time of rapid climatic change. As models continue to highlight the level of understanding of population-driving processes, empirical studies will continue to provide new and increasingly accurate quantitative inputs. Similarly, as GCMs continue to develop and understanding of complex global environmental processes matures, opportunities for explorative and potentially predictive modelling of invasive species will also improve.
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4. Model Design and Use

4.1 Abstract

Effective communication of model design, implementation and execution details are of genuine importance. In this chapter, I present these details such that the *D. suzukii* population dynamics model may be verified, used or extended by third parties. I present this information following a modified version of the standardized Overview, Design Concepts and Details protocol proposed by Grimm et al. (2006, 2010). I also include a discussion of parsimony versus mechanistic-richness as it relates to the complexity of the presented model. I conclude with a “user manual” and a brief overview of a web-based version of the model.

4.2 Introduction

In order to be scientifically relevant models must be presented such that any ambiguities in implementation or interpretation are minimized. Given their lengthy history as scientific tools and often succinct nature, mathematical models are relatively simple to convey. With the proper equations, parameter values and an understanding of how to interpret the results, researchers are able to reproduce the modelled system in order to validate or perhaps refute the original findings. In principle, the same should apply to computational models but too often they appear to fall far short. Unlike the universality of mathematics, computer-based models may be written in dozens of programming languages, each with specific syntax and technically-confounding details. Additionally, it is common that as model complexity increases so does the amount of computer code that must be written. Many models are simply too long to include directly in publication and lengthy computer code may not be well suited even for appendices. These issues have historically lead to poor presentation of computer-based models but there are some emerging standards that offer some guidance.
4.3 Overview, Design Concepts and Details (ODD)

One such standard is the Overview, Design Concepts and Details (ODD) protocol (Grimm et al. in 2006). Originally intended to address specific issues in describing individual or agent-based models, by the time the protocol was reviewed and revised (Grimm et al. 2010) more than 50 publications had implemented it. Although Grimm et al. (2010) state that the protocol “may be” appropriate for a general class of moderately to high complexity models it is unclear from their survey how many, if any, of the 50+ publications were not individual-based. It is clear that the ODD is specifically tailored to individual-based models but it also provides some insight into possible gaps in the presentation of the base *D. suzukii* population model (Chapter 2) which I endeavour to close here. The points below follow the ODD generally though some of the details have been altered to better reflect the specifics of the population model. Finally, due to the level of detail already provided in previous chapters I do not attempt to create a complete standalone description document as the protocol suggests but rather it is meant to be a supplemental source of detail for those wishing to replicate or extend the model.

4.3.1 Purpose

The *D. suzukii* model was developed to explore “what-if” scenarios related to population dynamics and environmental conditions. Specifically, it illustrates potential for population growth under varying temperature profiles. The principle assumption for the design of the model is that temperature is a driving factor in *D. suzukii* fecundity, mortality and development rates. The goal of the model is to identify regions that display the most favourable conditions for population growth as they are likely to be most susceptible to infestation and crop damage.

4.3.2 State Variables, Scale and Entities

The base model consists of 13 state variables used to track the number of individuals in each life or developmental stage of *D. suzukii* (egg, three juvenile instars, pupa, seven adult female stages
representing different rates of fecundity and an adult male stage). Other base model state variables include the time step representing the day of the year and current temperature in degrees C. When in use the diapause sub model includes the current number of daylight hours and the fruit quality sub model includes the current fruit quality index (dimensionless), and the number of days remaining in the fruit harvest lag. The model is not spatially explicit. Further detail on the state variables and parameters are provided in Chapter 2 and Appendix 1.

Model entities is an important concept in individual-based modelling (and are consequently included the ODD protocol) as it often describes the lowest level of object-oriented programming construct used during implementation. As the *D. suzukii* model is not individual-based its entities are not individual eggs, juveniles or adults. Rather the population information is aggregated into the state variables described previously. However, by approaching these entities from a programming perspective they can still be discussed which may offer some insight into the modelling process. A simplified UML-diagram of the principle model objects is shown in Figure 4.1.

The *D. suzukii* model is broken down into several different objects in order to mitigate programming complexity. In terms of model functionality, the core object is SWDPopulation. This object is responsible for development of the population through all life stages and includes both the diapause and fruit quality sub models. Given the number of parameters required by the population object, a separate object was developed to simplify the parsing of data from file and passing the parameter values and temperature data to the population object. The SWDCellSingle object manages the interaction between the population and parameter objects and is responsible for producing the simulation output for the user. The SWDSimulatoSingle object is a “runner” object that provides a simplified interface for the user to provide simple arguments that are passed to the lower level objects. SWDCellMulti uses many instances of SWDCellSingle in order to run several population simulations simultaneously. This object makes used of C++ threading to parallelize these tasks and to increase the rate of execution. Similar to SWDSimulatorSingle, SWDSimulatorMulti is a simplified user interface used to control the multi-cell object.
4.3.3 Process Overview and Scheduling

As the population model is not individual-based there are no complex scheduling or parallel event considerations that need to be resolved. Euler’s method of numerical integration is used to subdivide the otherwise continuous nature of the model into discrete time steps. At each time step environmental variables such as temperature, and in the case of the diapause sub model, number of daylight hours, are read or computed. This information is then passed to the life stages in order and population levels for each stage are updated accordingly. Stages must be processed in order as each receives from the stage below it the population that has successfully transitioned out of that lower stage. The adult female stages provide new population back into the initial egg stage. A simplified diagram of the per-time step data flow is shown in Figure 2. It should be noted that temperature is required by the fruit quality sub model in order to calculate the fruit quality index. Further information on the parameters and values required by each stage can be found in Chapter 2 and Appendix 1.

The multi-cell version of the model has increased complexity in terms of scheduling due to the simultaneous (threaded) execution of several single-cell population simulations. However, since

Figure 4.1 Simplified UML diagram of model object relationships. All relationships are simple association except SWDCellMulti that extends SWDCellSingle.
there is no transfer of population or data between cells each operates independently per Figure 4.2. The order in which the individual cells in a multi-cell simulation begin or complete execution has no impact on the output data.

Figure 4.2 Simplified information flow diagram of the base model including diapause and fruit quality sub models. \( \Theta \) determines the ratio of females to males.

### 4.3.4 Design Concepts

The updated ODD specification (Grimm et al. 2010) highlights several important design considerations that should be communicated with respect to model development. Many of these concepts including emergence, adaptation, learning, sensing and collectives are particularly suited for individual-based models and do not apply here. The remaining design concepts are summarized below.
**Stochasticity:** There are no stochastic elements in the presented population model. Rather, the model is fully deterministic such that for each distinct set of input parameters a corresponding and consistent set of output is produced.

**Observation:** Model output includes the population (number of individuals) for each life stage at each time step (day) over the duration of a simulation (typically, 365 days) as well as the fruit quality index per time step. In addition, summary data is also provided including total population (cumulative sum) for each life stage over the simulation time period, peak population date, peak fruit quality date and diapause termination date.

The “raw” data produced from the model reflect the exact computed population levels. As the model is not spatially explicit and population thresholds required for damaging infestations to occur remain unknown or unpublished, results presented in Chapters 2 and 3 are normalized. This normalization provides a relative measure of population size between cells, or from a modelling perspective, between input parameter sets including starting population size, temperature profile and more.

**Parsimony:** Though not included in the official ODD protocol parsimony is an important design consideration particularly for complex models, mathematical or computational. The genesis of this principle is often referred to as Occam’s razor which states that the simplest hypothesis that does not contradict the data is the preferred hypothesis. Similarly, Warren and Seifert (2011) explain “parsimony dictates that our models should be no more complicated than need be to explain our observations” (see also Bossel 2007). Simpler models, by definition, have fewer parameters, equations or sub models which often makes them easier to present which, in turn, promotes validation and reproducibility. From a computational perspective, simpler models may require fewer resources such as computational time or power which may allow for broader exploration of parameter space or simplified sensitivity analysis. With the accessibility of modern computing power, this particular justification for model simplification seems somewhat outdated. In general, these practical benefits suggest that parsimony is a desirable objective during model development and a valid criterion when selecting between competing models (March and Hau 1996, Preacher 2006). However, there is a substantial body of literature indicating that the limitation of parameters or sub models must be considered in conjunction with both goodness-of-fit to data and model objectives. In particular, models that maximize fit may be unnecessarily complex while the maximization of
parsimony may sacrifice fit (Johnson and Omland 2004).

March and Hau (1996) evaluated the use of parsimony indices to guide selection amongst competing structured equation models. They find that even when the difference of fit between models is quantitatively small there may subjective cases where the non-parsimonious model proves more effective in representing the modeled system. They stress the importance of researcher intuition and experience and suggest that other criteria beyond simple parsimony may be more effective in model evaluation. Houlahan et al. (2016) question the traditionally strong emphasis on model parsimony by suggesting that its value is not inherent in simplicity itself but rather in the practicality of obtaining and managing higher dimensional parameter estimates. Reichert and Omlin (1997) claim that the elimination of processes and parameters can artificially reduce uncertainty in the model and consequently underestimate the range of results in predictive models (see also Jakeman et al. 2006). Their stance is that this uncertainty (specifically in ecological models) should be part of the model analysis and can only be accurately gauged when knowledge of existing processes is included even if this means the development and use of “overparameterized” models.

DeAngelis and Mooij (Lauenroth et al., 2003) specifically advocate for increased development of mechanistically-rich models (see also Topping et al. 2010) stating that simplicity should not be a design or development goal at the expense of “explanatory power”; ecological systems are often complex and simple models often do not adequately describe the operational processes. They describe and refute several traditional criticisms of mechanistically complex models. The first criticism is the larger volume of data typically required for both process representation and parameterization. They contend that data requirements can typically be satisfied if models are tailored to available empirical data, data needs are limited to simplified representations of processes and multiple data sources are used. For economically important species, like agricultural pests, the data are more likely to be available, than for natural systems more typically studied by ecologists. The second criticism often associated with mechanistically rich models is that the inherent complexity exacerbates errors and uncertainty. DeAngelis and Mooij argue that the access to intermediate processes allows modellers to mitigate errors with greater ease and specificity than simpler process-aggregated models. The final criticism addressed is that complex models lack the descriptive transparency of their simple counterpart to which DeAngelis and Mooij offer two perspectives; while a model might be complex overall the individual processes may be relatively simple to convey and the biological realism of the individual processes promotes “conceptual clarity”.

As highlighted by DeAngelis and Mooij a model’s explanatory power may be reduced through
aggressively parsimonious design and as such parsimony may not be an effective criterion for evaluating between competing models when explanatory power is desirable. In many cases parsimony remains a valid criterion for model evaluation, in other cases it may be counter-productive and should be considered in context of model objective (see Chapter 1).

All models are abstractions of the system that they are meant to represent. The modeller has to make decisions about which processes are critical, and must be represented mechanistically, which processes are important, but can be simplified and represented phenomenologically, and which processes are probably unimportant, and can be left out entirely. There aren’t right and wrong decisions about which abstraction is the ‘best’ abstraction. ‘Best’ is intimately linked with purpose, and the reader’s purpose for reading about the model may differ substantially from the modeller’s purpose in constructing the model. Parsimony can be understood as a particular take on what is the ‘best’ level of abstraction, but it is not the only position, nor necessarily the right position. In this context, it is probably worth recalling the purposes behind the construction of this particular model. Form Chapter 2:

“We have two principle objectives in constructing this model: (i) to gain a better understanding of the temporal and spatial patterns of D. suzukii population growth, and hence risk, that result from particular assumptions about crucial mechanisms; and (ii) to create a useful tool for answering interesting “what if” questions regarding D. suzukii invasion, climate and climatic change. A mechanistic model can help us to meet both of these objectives. Mechanisms are a critical part of biological understanding. “What if” questions usually involve changes in the environment, autecology, or synecology of the organism. These questions require changes to the model system that are not readily accommodated in non-mechanistic approaches.

By mechanistic we mean that the model is based upon what we think are the most important mechanistic processes that determine population dynamics. Such models are particularly useful because they allow any model prediction to be traced back to the process(es) that most influences it. Since mechanistic models often have many parameters, all of which are tunable, our goal is only to achieve satisfactory quantitative behavior. Our goal is not forecasting, for which statistical models are often better suited (see e.g., Thornley and France, 2007; for further discussion).”

With these comments in mind, it is worth examining some of the modelling decisions that
were made with respect to the population model outlined in Chapter 2. The model consists of 13 differential equations to express the specific life stages of *D. suzukii* and several supporting equations to describe fecundity, development and mortality rates, changes in fruit quality over time, and switches to control the initiation and termination of diapause. Several equations including fecundity (Eqn 1), development (Eqn 6) and mortality (Eqn 7) rates were fit to experimental data. A similar process was followed for equations required for fruit quality effect on development (Eqns 10, 11 and 13) and diapause processes (Eqn 2). Each of these equations are appropriate in shape for the processes they describe and due to the fitting process, each has several dimensionless shape parameters. A choice to faithfully represent all of *D. suzukii*’s life stages automatically means that all of the life history parameters become stage specific, and a multitude of similar parameters become necessary. Nevertheless, the basic structure of the model is fairly consistent across life stages. Increased pool sizes result from birth or development, and decreased pool sizes result from death or development. The model is, in fact, fairly simple in structure, if somewhat repetitive.

As parsimony is often considered a criterion for deciding between two competing models, I consider an alternate and simplified version of the *D. suzukii* population model. One way to reduce the number of parameters and equations would be to reduce the number of life stages that are explicitly represented. There are two obvious candidates for such an aggregation; larval instars and adult females. *D. suzukii* matures through three larval instar stages which have been represented in the model even though data for the specific temperature-driven development was not collected for these instars. Instead they are represented using the egg-to-pupal rate of development and instar-specific development multipliers were estimated based on the number of days spent in each stage. This approach produces more equations and a repetition of development and mortality parameters. Nevertheless, it can be shown that splitting the egg-to-pupal stage into instars affects the population dynamics. In order to illustrate this, two changes were made in how the model processes juveniles. In one case, I reduced the number of instar stages to one and set the maximum development rate to the sum of the three previous instar values ($m_{i1} = 0.426$). In the second case, I maintained three instar stages but set each of the development rates to be one third the value of used for the single instar version of the model ($m_{i1-3} = 0.142$). This removes any confounding effects of rate variation between the stages. I then ran the model with 100 eggs introduced at time step zero, using a constant temperature profile with diapause and fruit quality ignored and both fecundity and mortality set to zero to more clearly see how the model structure affects stage transit time. The resultant pupae populations for each case are shown in Figure 4.3.
Figure 4.3 Two reconfigurations of the base population model presented in Chapter 2. The first reconfiguration aggregates the three larval instars into a single while the second maintains three instars but averages the entire maximum development rate across all three. For both cases fruit quality and diapaus are ignored, mortality and fecundity are set to 0 and a constant temperature of 23.5°C was used. Resulting pupal population is shown.

In both cases the rate of transition from egg to instar stage remains unchanged but when only a single instar is modelled a more immediate transition to pupa begins due to the higher maximum development rate. This earlier pupal start date results in an earlier transition date from pupa to adult stages as well, and lower peak pupae population occurs as they are “rushed” through the single instar stage. When the maximum development rate is divided across three instars, a delay is seen before the first pupae begin to accumulate. The transition between the three stages creates a time lag, and the pupae population peaks higher and later. What is illustrated here is a simplified case, but the two approaches are impacted by mortality, fecundity rates and perhaps most importantly temperature deviations.

I extend this idea further by aggregating the seven female stages such that the resulting alternate model consists of only five stages (egg, aggregated instar, pupa, male, aggregated female) rather than thirteen. The development rate for the single instar stage ($m_{i1} = 0.426$) is the sum of the development rates for the previously individual instars. Mortality for the single instar and female stages in the simplified model are computed as weighted averages ($\mu_{i1} = 0.137$ and $\mu_{F1} = 0.175$). In order to isolate the effects of this aggregation on transit dynamics, the flow of individuals back into the model is removed by setting egg viability to zero. Figure 4.4 shows the behaviour of the original and simplified versions of the model for several different temperature profiles previously discussed in Chapter 2. Wayne, MS and Chicoutimi, were selected as they respectively represent the largest and smallest populations produced by the base model for location-specific temperature profiles (see
Figure 2.11. Also, a constant 23.5°C temperature profile was included for comparison. Start parameters include 10000 eggs introduced at time step zero, the diapause sub model is active but the fruit quality sub model is inactive.

Figure 4.4 Pupal and adult female life stage populations produced by the original and simplified version of the model for various temperature profiles. All graphs have been adjusted at the y-axis begin to highlight productive areas population change. All simulations begin with 10000 eggs at time step zero and include the diapause sub model. Fruit quality is not included.

In each case, the behaviour is similar to the test-case shown in Figure 4.3. The simplified model has a higher rate of transition between instar and pupal stages in the early time steps and a lower peak pupal population. A similar, but somewhat less pronounced effect, is seen in adult female stage. There is a difference in both the peak number of individuals and in the time when the peak
occurs between the two versions of the model with the original (complex) model producing the higher and later peak in all cases.

Given that most of the results presented in previous chapters have focused on total population and not on individual life stages the total population for the same three temperature profiles is shown in Figure 4.5. While the general dynamics of the two models are very similar, the original model produces consistently larger populations.

Figure 4.5 Total population (log-scale) for both versions of the model for the same temperature profiles used in the previous figure.

Larger total populations and larger populations for each life stage is a trait of the original model as shown in Figure 4.6 (a) which illustrates the percent difference between the models for various temperature profiles (location-specific averages as well as calculated profiles). The difference in population levels appears to be driven by temperature as the mean temperature curve (b) is very similar to the percent difference curves (a). This is reasonable as temperature is the driving input for both models and the differences between the aggregated and separated life stages is amplified. What is also worth noting is that profiles with larger variation in temperature produce a larger variation in the percent difference between life stages for a given profile. This may be a more important consideration between the two versions of the model; the aggregated life stages with their combined parameters will respond differently to daily variation in temperature than the separate life stages with their specific parameters. The larger the variation in daily temperature difference, the larger the
difference between the two modelled populations. Figure 4.6 (c) highlights the range of difference in peak population dates for the life stages. In general, the peak dates can vary by several days between the two versions of the model. It is likely that other temperature profiles, beyond those tested here, may produce even larger differences in peak population dates. These differences may be significant when considering crops that have a short time period during which they are suitable or preferred food sources for *D. suzukii*.

**Figure 4.6** a) Proportional difference between the original and simplified versions of the model for various temperature profiles. b) Mean annual temperature for each of the profiles. Bars indicate standard deviation. c) Mean difference in days (x) including quartiles, standard deviation (bars) and outliers (circles) between the simplified model and the original.
It is difficult to know a priori how different population dynamics will be when all life stages are considered compared to a simplified representation. The intention in developing the model was to illustrate the mechanistic development, mortality and fecundity processes for which data is either known or could reasonably be estimated. While it appears as though a simplified version could have produced qualitatively similar results to the original, the complete set of biologically relevant processes and parameters remain available for experimentation and exploration. To the best of my knowledge, no large scale empirical studies of D. suzukii populations have yet been conducted in North America making it difficult to perform a quantitative or qualitative parsimony analysis or to determine which of the two models may be more accurate. While this type of comparison may be feasible as data become available and as more models are constructed, I remind readers that the current objectives of the model are explanation of population-driving processes and exploration of potential spatial patterns due to changes in environmental conditions.

4.3.5 Initialization, Input Data and Sub models

The remaining ODD points are only briefly summarized here for the sake of completeness. Further detail on each of these points can be found in Chapter 2.

Each simulation has a significant number of parameters (Appendix 1) to support the processes of development, mortality and fecundity. Many of these parameters are duplicated between life stages and in most cases, they do not change between simulations. As a result, the model is designed to read these from file. The remaining input for a simulation consists of 7 arguments that may change between simulations. These arguments include the name and path of three files which contain the model process parameters, the temperature data and the output destination, two flags to determine if diapause and fruit sub models are included, the starting number of females and the date at which flies are introduced into the system. An final argument is a legacy feature of the model that was used during development and debugging and tells the model to use hard-coded parameters instead of reading them from file. All of these input arguments and data file formats are described in greater detail below (Executing the Model).

The base model includes all of the key processes (development, mortality, fecundity) for D. suzukii population development. Two optional sub models are also available to explore other biologically relevant population drivers including reproductive diapause and quality of available fruit.
The diapause sub model affects female fecundity by activating reproductive processes when the
temperature is adequately warm and disabling them when the number of daylight hours becomes too
low. The fruit quality sub model affects development and mortality of all life stages to simulate the
quality and available of food sources. Further detail on both of these sub models can be found in
Chapter 2.

4.4 Model Technical Details

The following sections are not part of the ODD protocol but are the technical details to assist those
who would download, execute and modify the model.

Although an early Java-language prototype was developed for testing purposes, all of the
results presented herein were generated using a C++ version of the model. C++ provides faster
execution and a finer level of memory management over Java, both of which were important for the
large number of simulations required. C++ libraries and binaries can vary between compilers so I note
here that the binaries were compiled using GNU gcc version 4.8.4 for Ubuntu Linux (14.04.03 LTS).
Model source code files including headers are freely available at
https://github.com/alangillGuelph/dsPopSim in order to foster reproducibility, peer-review and
potential future extension by third parties the source code. To further support open and free use the
software is licensed using a 3-clause Open BSD style license (Morin et al. 2012). The initial release
includes compile scripts, several sample temperature files and a sample parameter configuration file.
All files include a summary of the files included with the initial release of the model software is
included in Table 4.1.

4.4.1 Compiling the Models

The model source code makes use of several standard C++ libraries including vector, string, sstream,
iostream, fstream, pthread (multi-cell model only), limits, cmath and map. These libraries, while
typically made available with most C++ distributions will need to be present before compiling will be
successful. Two scripts named “compileSingleSim.sh” and “compileMultiSim.sh” have been made available with the source code to facilitate compiling. Executing these scripts within the source code directory will produce binary executables, “singleSim” and “multiSim” provided all dependency requirements have been met. singleSim is the base model (see Chapter 2) and will execute for a single population/location/parameter set combination. multiSim is the expanded multi-location version that is explored in Chapter 3. multiSim makes use of the same code used by singleSim to generate the individual populations but manages the location-specific parameters and implements threading to parallelize the execution of multiple locations. There is also a compile script, “compileMultiDemo.sh”, that creates a binary, “multiSimDemo”. This is a simplified version of multiSim that has a hard-coded directory structure for a 3x2 system of locations and is meant as a “toy” version for exploration and testing before working with the larger version.

<table>
<thead>
<tr>
<th>Files or Directories</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daylight.h, EulersMethod.h, Parameters.h, SolveParameters.h, SWDCellMulti.h, SWDCellSingle.h, SWDPopulation.h, SWDSimulatorMulti.h, SWDSimulatorSingle.h, UtilityMethods.h</td>
<td>Simulation source code header files.</td>
</tr>
<tr>
<td>clark_2003.txt, constantTemperature.txt, tempA_sin.txt, tempB_sin.txt, tempC_sin.txt, tempD_sin.txt</td>
<td>Sample temperature files including Clark County Washington average temperatures (2003), constant temperatures and profiles matching the simulated temperatures described in Chapter 2 (Fig. XXX)</td>
</tr>
<tr>
<td>configParams.txt</td>
<td>Sample parameters similar or matching those used in Chapter 2 and 3.</td>
</tr>
<tr>
<td>compileMultiSimDemo.sh, compileMultiSim.sh, compileSingleSim.sh</td>
<td>Compile scripts to facilitate creation of binary executables.</td>
</tr>
<tr>
<td>TemperatureFiles</td>
<td>Directory with sample temperature files for use with multiSim and multiSimDemo.</td>
</tr>
<tr>
<td>DATA</td>
<td>Directory to store sample output files generated by multiSimDemo.</td>
</tr>
</tbody>
</table>

Table 4.1 Summary of files and directories present in the initial source code release.
4.4.2 Executing the Models

Both of the principle models, singleSim and multiSim have different execution requirements which are explained below.

**Single Simulation Model**

For users wishing to execute the simulator for a single population, singleSim requires several command line arguments listed and described in table 4.2. These arguments must appear in the correct order and be of the correct type for execution to be successful. A sample execution is shown in Figure 4.8.
<table>
<thead>
<tr>
<th>#</th>
<th>Name</th>
<th>Values</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>useDefault</td>
<td>0 or 1</td>
<td>This is legacy functionality and will likely be removed in future versions. The model has several key parameter values hard-coded in case the user fails to provide a complete parameter file. Assuming a complete parameter file is provided the value here should always be 0. 0 = false, do no use defaults 1 = true, use defaults</td>
</tr>
<tr>
<td>2</td>
<td>paramFileName</td>
<td>Valid input filename</td>
<td>A valid filename and path (optional) to the parameters required for model execution.</td>
</tr>
<tr>
<td>3</td>
<td>tempFileName</td>
<td>Valid input filename</td>
<td>A valid filename and path (optional) to the temperature values required for model execution.</td>
</tr>
<tr>
<td>4</td>
<td>ignoreFruit</td>
<td>0 or 1</td>
<td>Determines whether or not the fruit quality sub model will be included during execution. 0 = false, use fruit sub model 1 = true, do not use fruit sub model</td>
</tr>
<tr>
<td>5</td>
<td>ignoreDiapause</td>
<td>0 or 1</td>
<td>Determines whether or not the diapause quality sub model will be included during execution. 0 = false, use diapause sub model 1 = true, do not use diapause sub model</td>
</tr>
<tr>
<td>6</td>
<td>outputFileName</td>
<td>Valid output file name</td>
<td>A valid output filename and path (optional) for the model results.</td>
</tr>
<tr>
<td>7</td>
<td>addFliesDate</td>
<td>-1 or an integer value from 0-364</td>
<td>The timestep (or date ranging from 0 to 364) at which individuals will be included in the simulation. This allows for timesteps to be ignored before introducing the population. -1 is used when the individuals should be introduced at the diapause termination date (temperature-specific, see Chapter 2).</td>
</tr>
<tr>
<td>8</td>
<td>startingFemPop</td>
<td>Positive integer value</td>
<td>The initial number of fecund females to introduce into the simulations</td>
</tr>
</tbody>
</table>

Table 4.2 Parameter names, values and descriptions required for the singleSim executable.

Figure 4.8 Sample execution of singleSim using the parameters described in Table 4.2.

While the names of all input and output files are left to users’ discretion, input files must be properly formatted in order to be read by the simulator. All temperature files should contain 365 one-per-line entries where each may be integer or floating-point. No other information should appear in this file. Parameter configuration files should include colon (:) separated key-value pairs, one-pair-per-line. This file can include comments and user-specific information in addition to the key-value pairs but care should be taken not to complicate the file unnecessarily given the number of
parameters required to successfully execute the simulation. The first five values for sample temperature and parameter configuration files are shown in Figure 4.9. For a list of all of the configurable parameters please see Appendix 1 and the configParams.txt file included with the initial release.

Upon successful execution, the results will be stored in the user-defined output file. This file has tab-delimited columns of data for each of the life stages (female stages aggregated) and the fruit quality index. This format can easily be imported into post-processing software such as Matlab or Excel. A summary section is included at the bottom of the file. Cumulative and peak populations for each stage as well as the date (time step) at which the peak population occurred. Also included is the diapause injection date, for reference and the date at which peak fruit quality was achieved. A sample result data file is shown in Figure 4.10.
4.4.3 Multiple Simulation Model

In order to facilitate the production of the many data sets required for the climate change exploration presented in Chapter 3, a new execution strategy was developed. The multiSim model uses the same population algorithms and source code but is set up to more effectively handle the parameter and output requirements of simulating multiple locations. At the time of the initial release of the source code and required files the multiSim model uses a hard-coded directory structure. During execution, it reads from and outputs result files to these directories. Every file in the input directory is processed, and assuming successful execution, a corresponding output file (as discussed previously) is produced.

Input files for the multiSim model are stored in a separate directory. As an example, the for the multiSimDemo executable these files are store in a directory called “TemperatureFiles”. Each file in this directory contains a temperature file formatted as described above. The naming convention of these files (eg. randomTemp_lat2_lon1.txt) specifies the relative latitude and longitude. These relative coordinates are parsed during execution are converted to absolute coordinates. Absolute
latitude is required by the base model for determining diapause termination while longitude is required only to reassemble the results into a two-dimensional representation post-execution. Output files are written to a different directory (“DATA” in the case of mutliSimDemo) and for each input temperature file two files separate files containing the per-time-step data and the summary data are created. This separation facilitates post-processing as the summary data may be handled differently than the per-time-step results. The remaining parameters required to run the base simulation within the multiSim executor are again hard-coded but can be modified as needed. Any modifications require a recompiling of the code before execution. A sample of the lines of code that can be altered in the MultiSimRCP_demo.cpp source file are described in Table 4.3 while an example execute and view of the directory structure are shown in Figure 4.11.

<table>
<thead>
<tr>
<th>Code to be altered</th>
<th>Description</th>
</tr>
</thead>
</table>
| int rows = 3; // latitude  
int cols = 2; // longitude | This specified the number of locations to be processed as a number of latitude x longitude cells. |
| bool ignoreFruit = false;  
bool ignoreDiapause = false;  
int startDay = -1; | These are analogous to the single simulator parameters discussed previously and can be changed as needed. All cells in the multiSim execution will use these parameters. |
| double lat = 24.5; | This is the starting latitude and should be adjusted for the locations being simulated. |
| "randomTemp_lat" << (i + 1) << ":_lon" << (j + 1) << ":.txt"; | This line assumes that the input temperature file name will be randomTemp_lat#_lon#.txt and can be adjusted as needed. However, the value used in place of # must match the loop increment values. |
| "DATA/output_"  
"DATA/summary_" | Output files will be written to subdirectory DATA within the current directory. Per-time step data and summary data file will be prepended with output_ and summary_ respectively. |
| "TemperatureFiles/" | Input files will be read from subdirectory TemperatureFiles within the current directory. |
| SWDSimulatorMulti sim("", rows, cols, latitudes); | "" indicates the use of the hard-coded parameters but can be changed to use any parameters files. Eg. “configParams.txt” would use a parameters file called configParams.txt located in the current directory. |

Table 4.3 Code that can be altered to customize the multiSim or multiSimDemo execution. Any code modifications require a re-compile before execution.
Figure 4.11 Directory structure and contents before and after execution of multiSimDemo (similar for multiSim). Directory TemperatureFiles contains properly formatted input temperature files with a naming convention that supports iterative processing. Corresponding per-time step and summary result files are created in output directory DATA.

4.4.4 Web-based Model

The command-line version of the single and multi-cell models offer researchers a high level of flexibility for both parameterization and output but there can be significant post-processing required depending on the data goals. In order to support a holistic approach to *D. suzukii* management and mitigation (Beers et al. 2011) by reaching a more general audience including policy-makers, berry producers and pest species enthusiasts, a web-based interface for the single-location simulator (https://leecs.cs.laurentian.ca/) was created with both simpler input requirements and output options.

The web-based version allows users to select from various uploaded temperature profiles or to upload their own files. Per the simulator requirements, temperature files must be plain text with a single temperature entry per line. For each graph panel, the user may select different parameters including temperature file, number of female flies to be introductive, day of introduction of females and whether or not to ignore the diapause and fruit sub models. See Figure 4.12 for an illustration of the configuration panel. Users can independently configure each of the four panels (Figure 4.13) in order to compare the output of different configurations. For simplicity of output instar life stages are aggregated as are adult female stages.
Figure 4.12 Configuration options for each of the graph panels of the web-based simulator. Each panel can be configured independently.

Figure 4.13 Four independently configured graph panels.

The graphs in the web-based version use Chart.js, an open source graphing platform that allows users to hover over the graph to see inspect data points and the ability to print or save the graphs in a variety of formats.
4.5 Discussion

Models are powerful and increasingly popular tools in ecological research but their utility is greatly diminished without effective communication of their design, implementation and use. In this chapter I presented a modified version of the ODD protocol (Grimm 2006, 2010) to augment the model description in Chapter 2. A discussion on parsimony was included in the model description. Although I feel that the *D. suzukii* model objectives of illustrating the biological mechanisms of population dynamics warrant its mechanistically-rich design, a simpler model was developed for discussion purposes. The alternate model produced qualitatively similar results though it’s “explanatory power” (Laurenroth 2003) is somewhat reduced. I provide a “user manual” that describes how obtain, compile and execute the model as well as a description of the input data formats in order to foster result reproduction, peer-review and future extension by third parties. Finally, a brief overview of the simplified web-based version of the model is presented. This version of the model was developed as a more accessible tool for use by a broader audience of *D. suzukii* stakeholders (Beers et al. 2011).
5 General Discussion and Conclusion

5.1 Introduction

The principle objective of this work was to develop a mechanistic model of *D. suzukii* population dynamics and to use it to investigate the possible impacts of climate change on this species. Through this exercise several modelling objectives (see Chapter 1) were satisfied. Perhaps the most important of these objectives is explanation and exploration. Choosing a mechanistically-rich approach allows the model to illustrate the effects of temperature on *D. suzukii* population development and mortality and these effects can be isolated at each life stage and for the temperature-dependent sub models of diapause and fruit quality. By parameterizing the model for different locations, I illustrate the temperature-dependent differences (both contemporary and considering future climatic change) in infestation potential. Perhaps more importantly, I have created a tool, and implemented in an environment accessible to all, that others may use to ask many other questions about this species and the risks associated with it. Given the economic, environmental and human costs of management strategies gauging infestation potential is a key aspect in determining appropriate location-specific solutions. In the following sections, I provide specific closing remarks for each of the principle chapters (2-4) of this work.

5.2 Mechanistically Modelling *D. Suzukii* Population Dynamics

Despite the amount of available data on development, mortality and fecundity processes of *D. suzukii*, there remain several knowledge gaps that the presented model helped to highlight. This is, after all, one of the purposes for constructing a mechanistic model — gap identification. In this section I address these gaps including specifics of extrinsic mortality, fruit host quality on development and mortality and finally overwintering. Also, included in this section is a brief discussion on the need for further study on *D. suzukii* migration mechanisms, field trap techniques for quantifying population levels in the wild and empirical estimates of commercial crop damage and loss. I conclude with a brief
commentary on model validation.

5.2.1 Identifying *D. Suzukii* Knowledge Gaps

Chapter 2 acknowledges the importance of extrinsic mortality on population size. It is well known that natural enemies are an important control on pest populations. For example:

“In a year aphids, could form a layer 149 km deep over the surface of the earth. Thank God for limited resources and natural enemies.” (Richard Harrington, 1994 as cited in Leather, date unknown)

In terms of incorporating extrinsic mortality into the model, for now it remains only a “placeholder” rate variable. As data continues to accrue on the particular mechanisms, regionality and quantification of extrinsic mortality, this placeholder can be replaced with a more biologically-relevant value or sub-process. Extrinsic mortality factors including natural predators, parasites, pathogens, etc. Recent research into natural control factors for *D. suzukii* suggests that viral (Cini et al. 2012) and parasite threats including parasitoid wasps (Kacsoh and Schlenke 2012, Poyet et al. 2013) nematodes and fungi exist (Woltz et al. 2015), but that their efficacy at limiting population sizes is limited. Many of the previously cited studies were carried out using predators that are, like *D. suzukii*, native to Japan and, to date, there is little information on predator or pathogen efficacy in North America. Furthermore, existing studies are laboratory-based and extrinsic mortality in the wild will likely prove even more difficult to quantify. Similarly, further quantification of development rates on specific commercial fruit (Tochen et al. 2014) and wild hosts (Lee et al. 2015, Chapman et al. 2016) would allow for a more mechanistic fruit model to be developed. As with extrinsic mortality, this sub model could be made regionally-specific and could account for multiple host types and harvesting periods with the appropriate data. Finally, while reproductive diapause is presumed for *D. suzukii* (Dalton 2010) the specific thresholds and mechanistic details for induction and termination for this species remain unknown. While I feel that the first-pass approximation of diapause based on similar species is adequate for illustration of this important process, as more data become available, these parameter estimates can be refined.
Overwintering of populations is a complex topic that requires attention beyond the scope of the work presented here. While data exists on lower limits of temperature where mortality occurs and development ceases, research is ongoing to determine freeze periods (duration, temperature limits and life stage specificity) from which *D. suzukii* can recover (Oshtu et al. 1993). Similarly, there is research to suggest that inter-generational cold hardiness and plasticity may also play a role in cold tolerance (Jacobs et al. 2015, Wallingford et al. 2016, Wallingford and Loeb 2016, Shearer 2016, Kimura et al. 2004). Finally, overwintering habitats, both anthropogenic and in the wild are subjects of ongoing study (Stephens et al. 2015). Given these complexities, I decided to exclude overwintering for the initial version of the model.

The current version of the model is spatially implicit such that each location-specific parameterization is independent of any others. At this time, there is no account of immigration of emigration. Although it is difficult to predict the exact effects this may have compared to the presented results it would add a layer of realism that is not currently present. Short term anthropogenic events (such as accidental transportation) could be a significant mechanism of introduction and range expansion. Longer term environmental phenomena such as drought, changes in prevailing winds, shifting of preferred host range could also have an impact on *D. suzukii* migration patterns and alter localized infestation potential over time. While more data is required on the specifics of *D. suzukii* migration there is precedent for such spatially explicit insect-pest modelling including (Storer 2003, Prasad et al. 2010, Vinatier et al. 2009).

The final data gaps address here are those of field trap data and commercial loss estimates. Among other data, field traps help to identify changes in range and can offer insight into wild population levels. This type of empirical data is often used to validate models however the only attempt to do so with a mechanistic model to date (Wiman et al. 2014) found current trap data to be insufficient for validation. Specifically, they highlighted trap placement, trap set setup and a relatively small ratio of adults (found in traps) to juvenile stages (fruit-damaging) among reasons to why trap counts are a poor indicator or infestation potential. They propose experimental changes for improved trap data as well as controlled experiments such as caged populations as alternatives for model validation. As higher quality trap data can only help to improve model calibration and validation efforts I echo the call for continued empirical research on quantifying wild population levels. Finally, I am aware of only one study attempting to quantify economic loss (Bolda 2010) which bases estimates on theoretical infestation losses of 20%. While this provides a baseline figure for various fruit crop types empirical estimates of both product loss and mitigation costs can be correlated with
modelled infestation potential to provide a more holistic picture for management strategizing.

5.2.2 Model validation

To this point little has been said of model validation though it is often considered an important part of the modelling process. One of the most commonly applied methods of validation is comparison of model results with empirical data (discussed previously with the model of Wiman et al. 2014, Power 1993, Mayer and Butler 1999, Legates and McCabe 1999). As with degree of parsimony, this type of model validation may be useful when selecting between competing models. However, this represents just one type of model validation technique. Thornley and Johnson (1990) advise against rigidly defining successful validation only in quantifiable terms, suggesting instead that success of applied models should be considered in conjunction with the modeler’s objectives. They further proceed to state that a model’s validity can be as simple as an improvement over current models even if only under a limited set of circumstances (see also Hilborn and Mangel, 1997, Grimm and Railsback 2005):

“All that needs to be demonstrated is that the proposed model produces better results than the current model (current practice) in a defined set of circumstances; this is sometimes referred to as the ‘champion challenge’ approach.”

Rather than pigeonholing validation strictly as a measure of the model’s ability to reproduce observed data, a more flexible approach considers a model’s ability to meet its intended objectives. Thornley (1998) summarizes as follows:

“Validation’ is another problem area where confusion abounds. It needs to be said first that the validity of model is a quantitative concept, ranging say between zero and unity, and second that validity is not an attribute of the model itself. Validity depends on the relationship between a model and a set of objectives. A model may be valid for managing grassland in southern England (say) but fail in the wetter west of Britain, and also fail to contribute to our understanding of how process is related to outcome. It is self-evident that a model is valid as seen by the creator of the model, who set the modeling objectives. A model is generally less valid to other scientists, who legitimately evaluate the model with their own objectives in mind.
An important question is: is it reasonable for referees and editors to evaluate a model from the standpoint of their own private objectives, rather than the author’s objectives? I think not, but the opposite is all too common.”

With this in mind, the model I have presented in this work may be considered an improvement over the currently limited suite of existing models *D. suzukii* population models (Wiman et al. 2014, Gutierrez et al. 2016) in several ways including a more mechanistically-rich design which provides supplemental explanatory potential. It meets its intended objectives as a tool of exploration of population dynamics under varying environmental conditions.

### 5.3 Exploring the Implications of Climatic Change

Climate scientists agree that temperatures will continue to rise over the next century and while much is known about the mechanisms of this change, the scale and complexity of the interactions involved make it difficult simulate even on current super computers. As a result, Global Circulation Models make different assumptions regarding the driving forces behind climatic change and these hybrid mechanistic-phenomenological models produce “plausible views” of future climatic conditions (Newman et al. 2011). The subset of CMIP5 models used in Chapter 3 produce possible temperature outcomes based on the standardized set of Relative Concentration Pathways, which make assumptions based on potential socio-economic factors driving radiative forces. Based on the differences between GCM process and parameter assumptions and the differences between RCP output assumptions there is a significant level of divergence in simulated temperatures for any given location. Unsurprisingly, the range of temperatures and the associated uncertainty increase with time (see Figure 5.1, see also Figure 3.5). Rather than looking at these outputs as predictions, they should be treated as explorations of the potential range of temperatures. Consequently the *D. suzukii* population levels that are illustrated in chapter 3 are not predictions but represent an exploratory range of possible outcomes.

The GCM-RCP consensus results show a mixed future for *D. suzukii* in North America over the next century. In particular, *D. suzukii* appears to be well-suited for the contemporary climate but as temperatures continue to increase population levels drop over much of the continent. This suggests that for many berry-producing locations this pest may be a ‘relatively’ short-lived concern.
exceptions are locations to the north including southern Canada which may see an increase in *D. suzukii* population levels as winters shorten, growing seasons lengthen and average temperatures become better suited for sustained development. However, these results do not take into account several confounding issues that are likely to impact the reality of *D. suzukii*'s future.

Figure 5.1 Daily maximum, minimum and mean temperatures across all GCM-RCP combinations for Chicoutimi QC and Wayne MS. In general, maxima and minima diverge from the mean with time.
The relationship between environmental suitability for soft-skinned fruit and for *D. suzukii* is not necessarily one-to-one. It is likely that the model results are identifying locations of high infestation potential where there is little or no soft-skinned fruit industry. Conversely some soft-skinned fruit producing locations that are likely on the fringes of *D. suzukii*’s thermal tolerances and while a positive identification of the pest may be made, the potential for significant economic loss may be relatively low. This mismatch of fruit-presence versus *D. suzukii* infestation potential may be further aggravated as climatic change causes shifts in the range of both. Anthropogenic solutions such as large scale green housing which would provide suitable habitats for both fruit and *D. suzukii* where perhaps neither could thrive otherwise are also not considered here.

Assuming the rate of climatic change does not outpace *D. suzukii*’s ability to adapt to increasing temperatures it is reasonable to assume that some variation in thermal tolerance will occur over the coming decades. While there is evidence of inter-generational cold-hardiness and latitudinal clines in both *D. suzukii* and similar species, research is on-going. It would be largely speculative at this time to add an evolutionary sub model based on the limited existing data or one extrapolated from data on similar species although this would be an interesting and worthwhile extension to the model.

In spite of its limitations, the presented model provides a long-term view of *D. suzukii* population potential. Given the inherent uncertainty in the temperature data used to drive the model and the current simplifying assumptions in the model, my goal is not to promote a specific 80-year management decisions. Rather I provide a multi-tiered outlook into contemporary, mid-range and long-term population potential that can be iteratively refined using shorter-term input data, model adjustments and model extensions.

5.4 Improvement Through Collaboration and Open Access

By releasing the model source code, providing a detailed overview of functionality and design decisions, and through open licensing I hope to encourage collaboration and extension of this preliminary work. In addition to the provided documentation (see Chapter 4), the model has been designed using standard tools and practices (such as object oriented design) which should help to facilitate third-party development efforts.
By providing a web-based version of the model I hope to promote its use by a larger audience of stakeholders including extension specialists and those responsible for mitigation and management decision-making. Reaching a broad audience is an important part of promoting discussion on the risks and the strategies for managing this potentially destructive pest. The web interface uses the same base population dynamics model (see Chapter 2) with a reduced set of input parameters and a more graphically-rich output format. The multi-window output format allows for the comparison between different parameters sets or temperature profiles. All of the temperature profiles used in Chapter 2 have been uploaded to the web-based model so that parameter variations can be explored. More importantly, users can upload up to ten custom temperature profiles so that they might explore localized climate potential or use the website as their own “what-if” scenario generator. Graphical and text-based population output can be exported for easy archiving or sharing. While the majority of the development, fecundity and mortality parameters have been hidden in the initial web interface, an enhanced interface could be developed to allow access to all of the parameters. Finally, a database or archiving extension could be developed to allow for immediate access to previously configured and executed simulations.

The remainder of Chapter 4 consists of a discussion on the role of parsimony particularly with respect to mechanistically-rich models. While reducing model parameters and complexity is often a worthwhile goal, it must be considered in context of model objectives. Using parsimony as a criterion to select between competing models is often perfectly reasonable. However, if the objective of a model is to illustrate the natural complexity of a system, to explain the specific mechanisms that give rise to a particular phenomenon or to explore various scenarios tied to those specific mechanisms then removing these processes for the sake of parsimony is counter-productive. While an alternate and more parsimonious version of the D. suzukii population model was able to produce qualitatively similar results there were some important changes in the model’s behaviour. Most notably the rate through which eggs became adults was affected, peak population dates changed and overall population levels differed between the two versions of the model. In terms of which model is more numerically accurate in reproducing observed populations of D. suzukii, I cannot say here due to a lack of observed data, but the model as implemented in Chapter 2 is more biologically accurate. Similarly, I cannot say whether the model I am presenting is more accurate than the model of Guitierrez et al. (2016) that presents only a single egg-to-adult stage. However, the model I have presented in this work represents the most mechanistically-realistic model of D. suzukii population dynamics to date and as such offers the most explanatory power and flexibility for parameterization and scenario
exploration.
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Appendix 1: Chapter 2 Supplemental Figures and Model Comparison

Figure A1.1 $f_T$ (eqn 1) for a range of temperature values between 0°C and 40°C.

Figure A1.2 The effect of both diapause threshold daylight hours and diapause threshold temperature on the population size.
Figure A1.3 A map of the locations in the United States and Canada for which observed temperature data was obtained and used to parameterize the presented model.

Figure A1.4 Sensitivity tests on the intrinsic mortality parameters when the base model, diapause sub model and fruit sub model are all considered. Increasing the multiplier for $\mu_{\text{max}}$ does increase the resulting population size but does not change the shape of the population growth curve over time.
Figure A1.5 (a) temperature profile for Clark WA, 2003 and (b) a simulated temperature curve (see Chapter 2 text, Figure 2.3, profile B). Fruit quality index in (a) and (b) was parameterized using $gt = 4$, $h = 50$, $phi = 1$ and $lambda = 0.1$. Stage specific population structure (c through f) for simulations using different temperature profiles (a and b). Population stages from top to bottom are females (all stages combined), males, pupae, instar 3, instar 2, instar 1 and eggs.
Model Comparison – Wiman (2014)

For the sake of comparison, I configured our model with the 2013 temperature data for three of the locations discussed in Wiman et al. (Figure 12a); Salem OR, Wilmington NC and Parlier CA. I simulated the population grown for each of these locations using two different configurations. The first configuration (Figure 12b) ignores both the diapause and fruit quality sub models for a direct comparison with the Wiman model while the second configuration (Figure 12c) has both of these sub models enabled.

While the results appear to be similar it is worth noting some important differences. In the Wiman model, the population for Salem increases through the year peaking in mid-October and declining for the remainder of the simulation. Our model produces a similar curve but not for Salem, instead this growth is seen for both Wilmington and Parlier. When considering the 2013 temperature profile for the three locations, it is unclear how Salem could sustain such a level of population growth given late autumn temperatures and the observed development rates at these temperatures. (cf. Tochen et al. 2014, Fig 3). Our model inhibits the growth of Salem’s populations due to cooler temperatures and sub-optimal development at all life stages. Conversely, our model shows sustained population growth in Wilmington and California over the warmer months perhaps somewhat inhibited by extreme temperature mortality.
Figure A1.6 The model presented herein parameterized for comparison with the model of Wiman et al. (2014). Data for (a) provided by Wiman et al. for replication here. Temperature data is 2013 mean daily for Wilmington NC, Salem OR and Parlier CA. Diapause and fruit quality sub models are ignored (b). The model run for 2013 temperatures with the fruit and diapause sub models included (c).
Summary Model Parameters and Normalization Maxima

<table>
<thead>
<tr>
<th>Figure</th>
<th>Maximum for Normalization</th>
<th>Diapause Sub model</th>
<th>Fruit Sub model</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>1.54E+27</td>
<td>off</td>
<td>off</td>
</tr>
<tr>
<td>5</td>
<td>3.49E+09</td>
<td>off</td>
<td>off</td>
</tr>
<tr>
<td>6</td>
<td>5.15E+18</td>
<td>on</td>
<td>off</td>
</tr>
<tr>
<td>7</td>
<td>1.59E+07</td>
<td>on</td>
<td>off</td>
</tr>
<tr>
<td>8</td>
<td>8.70E+04</td>
<td>on</td>
<td>off</td>
</tr>
<tr>
<td>9</td>
<td>3.24E+05</td>
<td>off</td>
<td>on</td>
</tr>
<tr>
<td>10</td>
<td>7.43E+10</td>
<td>on</td>
<td>off and on (see caption)</td>
</tr>
<tr>
<td>11</td>
<td>2.77E+05</td>
<td>off</td>
<td>off</td>
</tr>
<tr>
<td>S6b</td>
<td>1.84E+09</td>
<td>off</td>
<td>off</td>
</tr>
<tr>
<td>S6c</td>
<td>6.34E+03</td>
<td>on</td>
<td>on</td>
</tr>
</tbody>
</table>

Table A1.1 Model result maxima used for normalization and sub model inclusion state per figure. All simulations were started with 100 females unless otherwise stated.

<table>
<thead>
<tr>
<th></th>
<th>Diapause Sub model Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Critical Temperature ($T_D$)</td>
<td>18</td>
</tr>
<tr>
<td>Daylight Hours ($h_D$)</td>
<td>10</td>
</tr>
</tbody>
</table>

Table A1.2 Diapause sub model parameters constant for all simulations unless otherwise stated.

<table>
<thead>
<tr>
<th>Fruit Sub model Parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_{fd}$</td>
<td>4</td>
</tr>
<tr>
<td>$m_{fd}$</td>
<td>0.75</td>
</tr>
<tr>
<td>Harvest delay time ($h_{Fr}$)</td>
<td>50</td>
</tr>
<tr>
<td>Base temperature ($T_{base}$)</td>
<td>4</td>
</tr>
<tr>
<td>Fruit sub model effect multiplier ($\omega$)</td>
<td>4</td>
</tr>
<tr>
<td>maximum fruit quality before harvest ($\phi$)</td>
<td>0.95</td>
</tr>
<tr>
<td>Rate of fruit quality decline after harvest ($\gamma$)</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table A1.3 Fruit sub model parameters constant for all simulations unless otherwise stated.
## Appendix 2: Table of Model Parameters

<table>
<thead>
<tr>
<th>Eqn #</th>
<th>Parameter Name</th>
<th>Parameter Value</th>
<th>Unit of Measure</th>
<th>Description/Extra Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T_{\text{max}}$</td>
<td>30</td>
<td>°C</td>
<td>Eqn 1 fit using nonlinear regression (GraphPad/Prism software) to polynomial with compact support (Saryazdi and Cheriet 2007) for data provided by Ryan et al. (2016).</td>
</tr>
<tr>
<td></td>
<td>$\lambda$</td>
<td>52.68</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\delta$</td>
<td>5.88</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\tau$</td>
<td>23.26</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\alpha$</td>
<td>676.0</td>
<td>dimensionless</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\gamma$</td>
<td>88.38</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$A$</td>
<td>0.04</td>
<td>dimensionless</td>
<td>Eqn 2 fit using interpolation (GraphPad/Prism software) to an asymmetric sigmoidal (Richard's 5-point) function using data estimated from Kimura (1990).</td>
</tr>
<tr>
<td></td>
<td>$K$</td>
<td>99.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\nu$</td>
<td>0.813</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$Q$</td>
<td>$3.23 \times 10^{16}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$B$</td>
<td>2.87</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$T_D$</td>
<td>18</td>
<td>°C</td>
<td>Temperature required to terminate diapause.</td>
</tr>
<tr>
<td></td>
<td>$h_D$</td>
<td>10</td>
<td>hours $^{-1}$</td>
<td>Number of daylight hours to initiate diapause.</td>
</tr>
<tr>
<td></td>
<td>$a$ (all stages)</td>
<td>0.0001113</td>
<td>dimensionless</td>
<td>Eqn 6 fit using nonlinear regression (GraphPad Prism/software) to Briere et al. (1999) development function using data provided by Ryan et al. (2016).</td>
</tr>
<tr>
<td></td>
<td>$T_L$ (all stages)</td>
<td>8.0139</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$T_U$ (all stages)</td>
<td>30.99</td>
<td>°C</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$m_1$ (egg)</td>
<td>0.104</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$m_2$ (instar 1)</td>
<td>0.082</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$m_3$ (instar 2)</td>
<td>0.112</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$m_4$ (instar 3)</td>
<td>0.231</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$m_5$ (pupa)</td>
<td>0.470</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$T_{\text{min,}\mu}$ (all stages)</td>
<td>3</td>
<td>°C</td>
<td>Eqn 7 fit using nonlinear regression (computational solution) to data provided by Emiljanowicz et al. (2014). In the absence of an empirical estimate for the $\mu_{i,\text{max}}$ values are assumed to be three times their corresponding values estimated at constant optimal temperature.</td>
</tr>
<tr>
<td></td>
<td>$T_{\text{max,}\mu}$ (all stages)</td>
<td>33</td>
<td>°C</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta_{1,0}$ (all stages)</td>
<td>-0.008</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta_{2,0}$ (all stages)</td>
<td>0.000032</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta_{3,0}$ (all stages)</td>
<td>-0.000002</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\tau$ (all stages)</td>
<td>8.1776</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta_{1,0}$ (egg)</td>
<td>0.160</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta_{2,0}$ (instar 1)</td>
<td>0.140</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta_{3,0}$ (instar 2)</td>
<td>0.085</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta_{4,0}$ (instar 3)</td>
<td>0.086</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta_{5,0}$ (pupa)</td>
<td>0.061</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta_{6,0}$ (male)</td>
<td>0.134</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta_{7,0}$ (female 1)</td>
<td>0.069</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta_{8,0}$ (female 2)</td>
<td>0.090</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta_{9,0}$ (female 3)</td>
<td>0.201</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta_{10,0}$ (female 4)</td>
<td>0.051</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta_{11,0}$ (female 5)</td>
<td>0.301</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta_{12,0}$ (female 6)</td>
<td>0.251</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta_{13,0}$ (female 7)</td>
<td>0.330</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table A2.1 Model parameters including values, units of measure and supplemental notes on estimation methods or purpose.
<table>
<thead>
<tr>
<th>Eqn #</th>
<th>Parameter Name</th>
<th>Parameter Value</th>
<th>Unit of Measure</th>
<th>Description/Extra Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eqn 7 (ctd.)</td>
<td>( \mu_{1,\text{max}} (\text{egg}) )</td>
<td>0.328</td>
<td>individual-day</td>
<td>Eqn 7 fit using nonlinear regression (computational solution) to data provided by Emiljanowicz et al. (2014). In the absence of an empirical estimate for ( \mu_{i,\text{max}} ) values are assumed to be three times their corresponding values estimated at constant optimal temperature.</td>
</tr>
<tr>
<td></td>
<td>( \mu_{2,\text{max}} (\text{instar 1}) )</td>
<td>0.269</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \mu_{3,\text{max}} (\text{instar 2}) )</td>
<td>0.102</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \mu_{4,\text{max}} (\text{instar 3}) )</td>
<td>0.107</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \mu_{5,\text{max}} (\text{pupa}) )</td>
<td>0.30</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \mu_{6,\text{max}} (\text{male}) )</td>
<td>0.097</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \mu_{7,\text{max}} (\text{female 1}) )</td>
<td>0.054</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \mu_{8,\text{max}} (\text{female 2}) )</td>
<td>0.012</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \mu_{9,\text{max}} (\text{female 3}) )</td>
<td>0.450</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \mu_{10,\text{max}} (\text{female 4}) )</td>
<td>0.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \mu_{11,\text{max}} (\text{female 5}) )</td>
<td>0.750</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \mu_{12,\text{max}} (\text{female 6}) )</td>
<td>0.600</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \mu_{13,\text{max}} (\text{female 7}) )</td>
<td>0.837</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eqn 8</td>
<td>( \omega )</td>
<td>4</td>
<td>dimensionless</td>
<td>Determines the rate of fruit quality increase.</td>
</tr>
<tr>
<td>Eqn 9</td>
<td>( \Phi )</td>
<td>0.95</td>
<td>dimensionless</td>
<td>Maximum fruit quality value.</td>
</tr>
<tr>
<td></td>
<td>( \gamma )</td>
<td>0.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( h_{Fr} )</td>
<td>50</td>
<td>days</td>
<td>Number of days for harvest lag</td>
</tr>
<tr>
<td>Eqn 10</td>
<td>( T_{\text{base}} )</td>
<td>4</td>
<td>°C</td>
<td>Eqn 10 was computationally developed to estimate the degree day model of sour cherries presented in Zavalloni et al. (2006).</td>
</tr>
<tr>
<td>Eqn 11</td>
<td>( m_{\text{f},d} )</td>
<td>0.75</td>
<td>dimensionless</td>
<td>Eqn 11 Fruit quality effect on development parameters based on the work of Newman et al. (2003).</td>
</tr>
<tr>
<td></td>
<td>( Q_{p,fd,h} )</td>
<td>0.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( n_{\text{f},d} )</td>
<td>4.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eqn 13</td>
<td>( m_{\text{f},u} )</td>
<td>0.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( Q_{p,fu} )</td>
<td>0.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( n_{fu} )</td>
<td>4.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eqn 15</td>
<td>( v_1 )</td>
<td>0.832</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( v_2 )</td>
<td>0.807</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( v_3 )</td>
<td>0.763</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( v_4 )</td>
<td>0.556</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( v_5 )</td>
<td>0.324</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( v_6 )</td>
<td>0.257</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( v_7 )</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eqn 18 &amp; 19</td>
<td>( \theta )</td>
<td>0.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( d_{f1} )</td>
<td>0.0125</td>
<td>individual-day</td>
<td>Eqn 18 &amp; 19, ( \theta ) is the estimated proportion of flies that are male.</td>
</tr>
<tr>
<td></td>
<td>( d_{f2} )</td>
<td>0.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( d_{f3} )</td>
<td>0.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( d_{f4} )</td>
<td>0.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( d_{f5} )</td>
<td>0.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( d_{f6} )</td>
<td>0.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Parameter data obtained from Emiljanowicz et al. (2014). Eqn 19, \( d_{f6} \) is estimated from Emiljanowicz et al. (2014) as the per capita rate of development between female stages representing decline in egg viability.
Appendix 3: Individual GCM-RCP Population Maps

Individual population “maps” for each of the Global Circulation Model and Relative Concentration Pathway combinations simulated in Chapter 3. Population data are globally normalized across all maps and represent 1 degree latitude by 1 degree longitude.
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